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#### Abstract

This paper is concerned with the reconstruction of the zero and non-zero elements of the sparse parameter vector of stochastic systems with general observation sequences. A sparse parameter identification algorithm based on $L_{\gamma}$ penalty with $0<\gamma<1$ and the residual sum of squares is proposed. Without requiring independently and identically distributed (i.i.d) and stationary conditions on the observation sequences, the proposed algorithm is proved that not only the contributing variable corresponding to the non-zero parameters can be selected out with probability converging to one, but also the estimates of the non-zero parameters have the asymptotic normality property. In order to improve the performance of the $L_{\gamma}$ regularization method, a two-step algorithm based on adaptively weighted $L_{\gamma}$ penalty with $0<\gamma \leq 1$ is designed, whose set and parameter almost sure convergence are established with non-i.i.d and non-stationary observation sequences. The proposed methods are applied to the structure selection of the nonlinear autoregressive models with exogenous variables and the sparse parameter identification of the linear feedback control systems. Finally, three numerical examples are given to verify the efficiency of the theoretical results.
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1. Introduction. The sparsity problems are occurring in many areas of scientific research and engineering practice and have attracted considerable attention in recent years. Exemplary applications involve image processing [25, 30], wireless communication [13, 27], biometrics [31], compressed sampling [3], and so on. One of the most interesting issues is the exact reconstruction of zero and non-zero elements of sparse parameter vectors. This is of great importance in engineering applications as it provides a way to implement a parsimonious model with better predictive performance and can reduce the curse of dimensionality.

Classical parameter identification is a rapidly developing field for the reconstruction of system elements and has achieved a great success in both theoretical research and practical applications [6, 26]. A series of prestigious methods have been developed, including stochastic gradient descent, stochastic approximation, least-squares (LS), least mean square, and so on. These methods are usually obtained by minimizing some criteria such as the square error between the predicted and observed signals, and have some theoretical properties, such as consistency, convergence rate, asymptotic normality, etc. However, for sparse systems, since they tend to be highdimensional or have a limited number of samples, these classical theories and methods will no longer be valid.

In the field of statistics, a number of effective and widely used methods have emerged for sparse problems [9]. For instance, there are several classical criteria to implement variable selection, such as Akaike's information criterion (AIC) [1] and

[^0]Bayesian information criterion (BIC) [32]. However, they are not applicable to highdimensional data as they may involve solving NP-Hard optimization problems. Subsequently, regularization methods are proposed and widely used as a solution to sparse problem. Typically, regularization is designed by adding a penalty term to the LS objective, where the penalty term is generally defined as a norm over the parameter space. $L_{0}$ regularization is the first regularization method applied to variable selection, which can produce the sparsest solution, but requires solving a combinatorial optimization problem, whose complexity grows exponentially with dimension. [33] proposed an alternative method called LASSO which converts the combinatorial optimization problem of variable selection into an easily solvable quadratic programming problem, but is not as sparse as $L_{0}$ regularization. Thereafter, various regularization methods such as smoothly clipped absolute deviation [9], adaptive LASSO [43], elastic net [44], etc., have become the main tools for data analysis. In addition, [18] considers the asymptotic behavior of regression estimates that minimize the sum of squared residuals plus the $L_{\gamma}$ penalty. [37] and [38] addressed the particular importance of $L_{1 / 2}$ regularization in sparse modeling and obtained promising practical results in image processing, matrix filling, etc.

With the rapid development of variable selection in statistics, some of these ideas and methods have been applied to stochastic systems and control. For instance, [34] used the $L_{0}$ regularization to obtain the sparsest estimate of the parameter vector. [24] utilized $L_{1}$ regularization to identify the system parameters and predict future signals assuming that the output noise components exhibited strong seriality and cross-sectional correlation. [42] introduced an LS sparse parameter identification algorithm based on $L_{1}$ penalty with adaptive weights and proved its convergence with general observation sequences, and then [12] generalized this approach to Multivariate ARMA Systems with Exogenous Inputs. In addition, some non-convex regularization methods are also employed for stochastic systems. [11] suggested a simple numerical scheme to compute solutions with minimal $L_{\gamma}$ norm and studied its convergence. [29] proposed a new sparse signal reconstruction algorithm based on the minimization of the squared error of a smooth $L_{\gamma}(\gamma<1)$ norm regularization, which provided better signal reconstruction performance. [36] presented generalized shrinkage penalties with explicit proximal mappings and thus gave iterative $\gamma$-shrinkage iterative algorithms that could be implemented to accurately recover a given sparse data with a given measurement matrix. However, these papers about non-convex penalized methods, do not give theoretical results like that in [42]: whether the solutions obtained by non-convex regularization methods are still convergent in the non-stationary and non-independently and identically distributed (i.i.d) situation.

Motivation of this work. As known in the literature, the $L_{1}$ regularization method has led to remarkable progress in sparse problems. However, $L_{1}$ regularization suffers from bias, leading to a heavily biased estimate and not achieving reliable recovery with the least observations [4]. Besides, $L_{1}$ regularization may produce inconsistent selections when applied to some situations [43]. In contrast, the non-convex penalty such as $L_{\gamma}(0<\gamma<1)$ regularization has the advantage of improving the bias problem and has led to significant performance improvements in many applications. For instance, [19] demonstrated the very high efficiency of applying $L_{1 / 2}$ and $L_{2 / 3}$ regularization to image deconvolution. This motivates us to investigate non-convex penalties in the fields of systems and control. However, in the existing literature on the non-convex regularization, the noise is usually required to be i.i.d or there is prior knowledge of the sample probability distribution, or the observed sequences are deterministic [10]. These conditions are difficult to satisfy for stochastic systems, especially
feedback control systems. Besides, it is not clear whether the estimates obtained by utilizing such an approach in sparse system identification still have the theoretical asymptotic properties.

Thus, this paper sets out to investigate the non-convex $L_{\gamma}(0<\gamma<1)$ regularization method in sparse identification problems of stochastic dynamic systems with general observation sequences and non-i.i.d noise. The main contributions of this paper are as follows:

- This paper proposes a sparse parameter identification algorithm based on the $L_{\gamma}$ $(0<\gamma<1)$ penalty and the residual sum of squares for stochastic sparse systems with non-i.i.d and non-stationary observation sequences and non-i.i.d noise. This algorithm yields significantly better performance in terms of sparsity induction and efficiency compared to the convex penalty. In addition, the theoretical properties of this algorithm are established. Specifically, the almost sure convergence of the estimates is proven. Besides, the set convergence in probability is shown, i.e., the probability that the proposed algorithm correctly selects the non-zero elements of the unknown sparse parameter vector converges to one. Moreover, the asymptotic normality of the parameter estimates is obtained. These results incorporate the results of bridge estimate [18] and do not require additional strong irrepresentable conditions compared with LASSO [40].
- In order to improve the performance of the $L_{\gamma}$ regularization method, motivated by [42] and [43], a two-step algorithm based on the adaptively weighted $L_{\gamma}(0<\gamma \leq 1)$ penalty and the residual sum of squares is proposed. For the case of non-i.i.d and non-stationary observation sequences and non- i.i.d noise, not only is almost sure parameter convergence established, but also almost sure set convergence is achieved, i.e., this algorithm correctly selects the non-zero elements of the unknown sparse parameter vector with probability one using a finite number of observations. Moreover, this algorithm is more efficient in sparsity induction than the adaptive LASSO and the algorithm in [42] and covers their results when $\gamma=1$.
- The proposed sparse identification algorithms in this paper are applied to two kinds of typical scenes in stochastic sparse systems with non-i.i.d observation sequences. Specifically, the proposed algorithms can efficiently select the contributing basis functions out for the Nonlinear AutoRegressive models with eXogenous variables (NARX). Furthermore, the proposed algorithm is able to accurately reconstruct the sparse parameters of the linear feedback control systems with non-i.i.d and non-stationary observation sequences and non-i.i.d noise.

The rest of this paper is organized as follows: Section 2 gives the problem formulation. Section 3 proposes the $L_{\gamma}(0<\gamma<1)$ regularization algorithm, establishes its theoretical results and compares it with related works. Section 4 gives an adaptively weighted two-step algorithm and investigates its properties. In Section 5, the proposed algorithm is applied to accomplish the structure selection of the NARX model and the sparse identification of the linear feedback control systems. In Section 6, three typical simulation examples are given to illustrate the algorithms' performance. And in Section 7, some concluding remarks and further works are provided.

Notation: Let $(\Omega, \mathcal{F}, \mathrm{P})$ be the probability space, $\omega \in \Omega$ be the sample points, and $E(\cdot)$ be the expectation operator. $\|\cdot\|_{1}$ and $\|\cdot\|$ denote 1-norm and 2-norm for vectors or matrices, respectively. By $\mathbb{R}$ and $\mathbb{N}_{+}$, we denote the sets of real numbers and positive integers, respectively. $\mathbf{I}_{p}$ represents a unit matrix of order $p$ and $0_{p}=$ $[0, \ldots, 0]^{T} \in \mathbb{R}^{p}$. Moreover, $\operatorname{sign}(\cdot)$ is defined as $\operatorname{sign}(x)=1$, when $x \geq 0$, and $\operatorname{sign}(x)=$ -1 , when $x<0,\left.\operatorname{vec}\left(x_{j}\right)\right|_{j=1} ^{q}$ means $\left[x_{1}, x_{2}, \ldots, x_{q}\right]^{T}$, and for a set $A$, by $A^{c}$, we denote the complement of $A$. For any two positive sequences $\left\{a_{k}\right\}_{k \geq 1}$ and $\left\{b_{k}\right\}_{k \geq 1}$,
$a_{k}=O\left(b_{k}\right)$ means there are $c>0$ and $k_{0} \in \mathbb{N}_{+}$such that $a_{k} \leq c b_{k}$ for all $k \geq k_{0} ;$ $a_{k}=o\left(b_{k}\right)$ means $a_{k} / b_{k} \rightarrow 0$ as $k \rightarrow \infty$. For two random sequences $\left\{x_{k}\right\}$ and $\left\{y_{k}\right\}$, we give the following two frequently-used definitions in this paper

- $x_{k}=O_{p}\left(y_{k}\right)$ means that for any $\epsilon>0$, there is a finite $M>0$ and a finite $N>0$ such that $\mathrm{P}\left\{\left|x_{k}\right| \geq M\left|y_{k}\right|\right\}<\epsilon$ for all $k \geq N$;
- $x_{k}=o_{p}\left(y_{k}\right)$ means $x_{k} / y_{k} \xrightarrow{P} 0$ as $k \rightarrow \infty$, where $\xrightarrow{P}$ means convergence in probability.


## 2. Problem formulation. Consider the stochastic sparse system

$$
\begin{equation*}
y_{k+1}=\theta^{T} \varphi_{k}+w_{k+1}, \quad k \geq 0 \tag{2.1}
\end{equation*}
$$

where $\theta=[\theta(1), \ldots, \theta(p)]^{T} \in \mathbb{R}^{p}$ is the unknown $p$-dimensional parameter vector containing many zero values, $\varphi_{k} \in \mathbb{R}^{p}$ consisting of possibly current and past inputs and outputs, is the stochastic regressor vector, $y_{k+1}$ and $w_{k+1}$ are the system output and noise, respectively. Denote the zero elements set of the unknown parameter $\theta$ by $A^{*}=\{j: \theta(j)=0, j \in\{1, \ldots, p\}\}$. Suppose that there are $q$ non-zero elements in the vector $\theta$. Without loss of generality, we assume that $\theta(j)=0$ for $j=q+1, \ldots, p$.

Problem. The identification problem of the stochastic sparse system is to infer the zero elements $A^{*}$ and to estimate the non-zero elements of the unknown parameter vector $\theta$ by using the observed data $\left\{y_{k+1}, \varphi_{k}\right\}_{k=1}^{n}$.

Before giving the sparse identification algorithm, the following assumptions are introduced.

Assumptions. Denote the family of the $\sigma$-algebras $\left\{\mathcal{F}_{k}\right\}$ as

$$
\mathcal{F}_{k}=\sigma\left\{\varphi_{0}, \ldots, \varphi_{k}, w_{1}, \ldots, w_{k}\right\}, \quad k \geq 1
$$

the maximum and minimum eigenvalues of $\sum_{k=1}^{n} \varphi_{k} \varphi_{k}^{T}$ as $\lambda_{\max }(n)$ and $\lambda_{\min }(n)$, respectively, and the maximum eigenvalue of $E \sum_{k=1}^{n} \varphi_{k} \varphi_{k}^{T}$ as $\lambda_{E, \text { max }}(n)$.
(A1) The noise $\left\{w_{k}, \mathcal{F}_{k}\right\}_{k \geq 1}$ is a martingale difference sequence and there is $\delta>0$
such that $\sup _{k} E\left[\left|w_{k+1}\right|^{2+\delta} \mid \mathcal{F}_{k}\right]<\infty$, a.s.
(A2) (a) For the maximal and minimal eigenvalues of $\sum_{k=1}^{n} \varphi_{k} \varphi_{k}^{T}$, it holds

$$
\frac{\log \lambda_{\max }(n)}{\lambda_{\min }(n)} \xrightarrow[n \rightarrow \infty]{ } 0 \text { a.s. }
$$

(b) For each $n$, there is a positive number $d_{n}$ such that

$$
d_{n} \lambda_{\min }(n)^{-1}=O_{p}(1) \text { and } \frac{\sqrt{\lambda_{E, \max }(n)}}{d_{n}} \underset{n \rightarrow \infty}{ } 0 .
$$

Remark 2.1. In Assumption (A1), a sequence of martingale differences is broader than a sequence of independent variables, which implies a much milder restriction on sequence memory than independence and allows $w_{k+1}$ to depend on $\mathcal{F}_{k}$. Many random variables, such as Gaussian random variables, uniformly distributed random variables, and so on, all satisfy this assumption. Assumptions (A2) is about the system observation sequences. Assumption (A2)(a) is the classical weakest strong convergence condition for LS [22].
3. $L_{\gamma}$ regularization algorithm and its properties. This section constructs a sparse identification algorithm based on $L_{\gamma}(0<\gamma<1)$ regularization and gives the corresponding theoretical properties.
3.1. $L_{\gamma}$ regularization algorithm. We start by giving the objective function based on $L_{\gamma}$ penalty with $0<\gamma<1$ and residual sum of squares:

$$
\begin{equation*}
J_{n}(\beta)=\sum_{k=1}^{n}\left(y_{k+1}-\beta^{T} \varphi_{k}\right)^{2}+\lambda_{n} \sum_{l=1}^{p}|\beta(l)|^{\gamma} \tag{3.1}
\end{equation*}
$$

where $\lambda_{n}$ is a penalty parameter and $\beta=[\beta(1), \ldots, \beta(p)]^{T}$.
Assumption. We first give the following assumption about the parameter $\lambda_{n}$. (A3) The penalty parameter $\left\{\lambda_{n}\right\}$ of (3.1) satisfies that
(a) $\frac{\lambda_{n}}{\lambda_{\min }(n)} \xrightarrow[n \rightarrow \infty]{ } 0$, a.s., (b) $\frac{\lambda_{n}}{\lambda_{E, \max }(n)^{1 / 2}} \xrightarrow[n \rightarrow \infty]{ } 0$, (c) $\frac{\lambda_{n} d_{n}^{2-\gamma}}{\lambda_{E, \max }(n)^{2-\frac{1}{2} \gamma}} \xrightarrow[n \rightarrow \infty]{ } \infty$.

Remark 3.1. Assumptions (A3) is about the penalty parameter $\lambda_{n}$. It is able to be satisfied and cover the classical persistent excitation condition as a special case, i.e., $C_{1} n \leq \lambda_{\min }(n) \leq \lambda_{\max }(n) \leq C_{2} n$ for some constants $C_{1}$ and $C_{2}$. Specifically, $d_{n}$ in (A2)(b) can be $n$ and for any given $0<\gamma<1, \lambda_{n}$ can be chosen as $n^{\alpha}$ with $\frac{1}{2} \gamma<\alpha<\frac{1}{2}$ to meet Assumption (A3).

Algorithm. The sparse identification algorithm based on $L_{\gamma}$ penalty is designed in Algorithm 3.1. This algorithm provides a method for combining variable selection and parameter estimation in a single step.

```
Algorithm 3.1 \(L_{\gamma}\) regularization.
    Step 0 (Initialization). For given \(0<\gamma<1\), choose a positive sequence \(\left\{\lambda_{n}\right\}_{n \geq 1}\)
    satisfying (A3).
```

    Step 1 (Sparse Optimization with \(L_{\gamma}\) penalty) With \(\gamma\) and \(\lambda_{n}\), optimize the
    objective function
    $$
\begin{equation*}
J_{n}(\beta)=\sum_{k=1}^{n}\left(y_{k+1}-\beta^{T} \varphi_{k}\right)^{2}+\lambda_{n} \sum_{l=1}^{p}|\beta(l)|^{\gamma} \tag{3.2}
\end{equation*}
$$

and obtain

$$
\begin{align*}
\beta_{n} & =\left[\beta_{n}(1), \ldots, \beta_{n}(p)\right]^{T}=\underset{\beta}{\operatorname{argmin}} J_{n}(\beta),  \tag{3.3}\\
A_{n}^{*} & =\left\{j: \beta_{n}(j)=0, j \in\{1, \ldots, p\}\right\} . \tag{3.4}
\end{align*}
$$

Remark 3.2. We now discuss the feasibility of (3.3). First, the global minimum point of non-convex function $J_{n}(\beta)$ exists (not infinity). This is because $J_{n}(\beta)$ is continuous, there exists a minimum point on any compact set; and since $\|\beta\| \rightarrow \infty$, $J_{n}(\beta) \rightarrow \infty$, the point that minimizes $J_{n}(\beta)$ must be finite. Thus, (3.3) is a welldefined estimator. Second, we present the computation methods of (3.3). It is worth noting that the standard gradient-based method fails to solve this problem, because the penalty objective function $J_{n}(\beta)$ is non-differentiable when $\beta$ has zero components. While, a large number of approximate algorithms and nonconvex optimization solvers have emerged to solve this problem. For instance, [37] proposed an iterative half thresholding algorithm for fast solution of $L_{1 / 2}$ regularization, and [20] and [29] designed solving algorithms by approximating the $L_{\gamma}$ penalty with a function that has finite gradient at zero. In addition, genetic algorithms, particle swarm algorithms, simulated annealing algorithms, etc. can be used to solve non-convex optimization
problems as well as solvers such as IPOPT [35]. However, none of the above methods provide sufficient theoretical support. Thus, the focus of this paper is not on the discussion of the solution method of (3.3), but on the properties of its solution.

Remark 3.3. The currently existing papers on the sparse identification of $L_{\gamma}$ penalty either lack theory, as in the papers [11, 29, 36], or discuss its properties only under the i.i.d and stationary condition, as in the papers [9, 18, 38]. However, in the fields of system and control, the regressor $\varphi_{k}$ is generally non-stationary and non-independent because any real feedback controller depends essentially on the system output and hence the driven noise [17]. The main point of interest in this paper is whether the estimates (3.3) and (3.4) remain parameter convergence, set convergence and asymptotically normality under non-stationary and non-independent conditions.

Remark 3.4. [42] proved the convergence of $L_{1}$ penalty with adaptive weights under non-stationary and non-independent assumption. While, $L_{\gamma}$ penalty is more efficient in sparsity induction than $L_{1}$ penalty. We give an example to explain. Consider the Auto Regression with eXtra input (ARX) system: $y_{k+1}=\theta_{1} y_{k}+\theta_{2} u_{k}+w_{k+1}$ with the true parameters $\theta_{1}=1$ and $\theta_{2}=0$. Let $\beta=\left[\beta_{1}, \beta_{2}\right]^{T}$. By Lagrange's multiplier method, the regularized LS problem (3.3) is equivalent to solving:
$\min _{\beta} J(\beta)=\sum_{k=1}^{n}\left(y_{k+1}-\beta_{1} y_{k}-\beta_{2} u_{k}\right)^{2} \quad$ s.t. $\quad\left|\beta_{1}\right|^{\gamma}+\left|\beta_{2}\right|^{\gamma} \leq s$,
for some $s>0$. Fig. 1 shows the objective function equivalence graphs of $L_{1}$ and $L_{1 / 2}$ penalties. The constraint region of the $L_{1}$ penalty is a square after rotation, and the constraint region of the $L_{1 / 2}$ penalty is a graph concave inward. The solution to this problem occurs when the contour $J(\beta)$ is first tangent to the constraint region. It can be seen that the solutions of both $L_{1}$ and $L_{1 / 2}$ penalties may appear at the corners, which leads to a sparse solution. This geometrically demonstrates the sparsity of $L_{\gamma}(0<\gamma \leq 1)$ regularization. Moreover, the solution of the $L_{1 / 2}$ regularized LS problem is more likely to appear at the corners, which implies that the solution of the $L_{1 / 2}$ regularized LS problem is sparser than $L_{1}$.


Fig. 1. $L_{1}$ penalty v.s. $L_{1 / 2}$ penalty

Remark 3.5. Now we give a way of choosing penalty parameter $\lambda_{n}$ in Algorithm 3.1 for general cases. If $\frac{\lambda_{E, \max }(n)^{3 / 2-\gamma / 2}}{d_{n}^{2-\gamma}} \xrightarrow[n \rightarrow \infty]{\longrightarrow} 0$ and $\frac{\sqrt{\lambda_{E, \max }(n)}}{\lambda_{\text {min }}(n)}=O(1)$ a.s., then, for any $0<\beta<1, \lambda_{n}=\frac{\lambda_{E, \max }(n)^{\left(\frac{3}{2}-\frac{1}{2} \gamma\right) \beta+1 / 2}}{d_{n}^{(2-\gamma) \beta}}$ satisfies Assumption (A3).
3.2. Theoretical properties. This section will give the theoretical properties of Algorithm 3.1. To prove these properties, we first give the following proposition.

Proposition 3.6. [23] For the system (2.1), if Assumptions (A1) and (A2) hold, then $\left\|\left(\sum_{k=1}^{n} \varphi_{k} \varphi_{k}^{T}\right)^{-\frac{1}{2}} \sum_{k=1}^{n} \varphi_{k} w_{k+1}\right\|=O\left(\sqrt{\log \lambda_{\max }(n)}\right)$, a.s.

For the estimate $\beta_{n}$ and $A_{n}^{*}$ generated by Algorithm 3.1, the following theorem shows the almost sure convergence of the estimates.

Theorem 3.7. Under Assumptions (A1), (A2)(a) and (A3)(a), the estimate given by Algorithm 3.1 is almost surely convergent, i.e., $\lim _{n \rightarrow \infty} \beta_{n}=\theta$, a.s.

Proof. Noting that $\beta_{n}$ is the minimizer of $J_{n}(\beta)$ in Algorithm 3.1, we have $J_{n}\left(\beta_{n}\right) \leq J_{n}(\theta)$. Since $\lambda_{n}>0,\left|\beta_{n}(j)\right|^{\gamma} \geq 0$, by (3.2) and a direct calculation, we have

$$
\begin{aligned}
& \lambda_{n} \sum_{j=1}^{p}|\theta(j)|^{\gamma} \geq \sum_{i=1}^{n}\left(y_{i+1}-\varphi_{i}^{T} \beta_{n}\right)^{2}-\sum_{i=1}^{n}\left(y_{i+1}-\varphi_{i}^{T} \theta\right)^{2} \\
& =\left(\beta_{n}-\theta\right)^{T} \sum_{i=1}^{n}\left(\varphi_{i} \varphi_{i}^{T}\right)\left(\beta_{n}-\theta\right)+2 \sum_{i=1}^{n} \varphi_{i}^{T}\left(\theta-\beta_{n}\right) w_{i+1} .
\end{aligned}
$$

Let $P_{n}=\sum_{i=1}^{n} \varphi_{i} \varphi_{i}^{T}, \delta_{n}=P_{n}^{1 / 2}\left(\beta_{n}-\theta\right)$ and $Q_{n}=\left(\sum_{k=1}^{n} \varphi_{k} \varphi_{k}^{T}\right)^{-\frac{1}{2}} \sum_{k=1}^{n} \varphi_{k} w_{k+1}$. Then, (3.5) becomes

$$
\begin{aligned}
& \left(\beta_{n}-\theta\right)^{T} \sum_{i=1}^{n}\left(\varphi_{i} \varphi_{i}^{T}\right)\left(\beta_{n}-\theta\right)+2 \sum_{i=1}^{n} \varphi_{i}^{T}\left(\theta-\beta_{n}\right) w_{i+1} \\
= & \delta_{n}^{T} \delta_{n}-2\left[\left(\sum_{i=1}^{n} \varphi_{i} \varphi_{i}^{T}\right)^{-1 / 2} \sum_{i=1}^{n} \varphi_{i} w_{i+1}\right]^{T} \delta_{n}=\delta_{n}^{T} \delta_{n}-2 Q_{n}^{T} \delta_{n} .
\end{aligned}
$$

From (3.5) and (3.6) it follows that $\delta_{n}^{T} \delta_{n}-2 Q_{n}^{T} \delta_{n}-\lambda_{n} \sum_{j=1}^{p}|\theta(j)|^{\gamma} \leq 0$, which implies $\left\|\delta_{n}-Q_{n}\right\|^{2}-\left\|Q_{n}\right\|^{2}-\lambda_{n} \sum_{j=1}^{p}|\theta(j)|^{\gamma} \leq 0$. Hence, we have

$$
\begin{aligned}
&\left\|\delta_{n}-Q_{n}\right\| \leq \sqrt{\left\|Q_{n}\right\|^{2}+\lambda_{n} \sum_{j=1}^{p}|\theta(j)|^{\gamma}} \\
& \leq \sqrt{\left\|Q_{n}\right\|^{2}+\lambda_{n} \sum_{j=1}^{p}|\theta(j)|^{\gamma}+2\left\|Q_{n}\right\|\left(\lambda_{n} \sum_{j=1}^{p}|\theta(j)|^{\gamma}\right)^{1 / 2}}=\left\|Q_{n}\right\|+\left(\lambda_{n} \sum_{j=1}^{p}|\theta(j)|^{\gamma}\right)^{1 / 2} .
\end{aligned}
$$

Then, by the triangular inequality we have $\left\|\delta_{n}\right\| \leq\left\|\delta_{n}-Q_{n}\right\|+\left\|Q_{n}\right\| \leq 2\left\|Q_{n}\right\|+$ $\left(\lambda_{n} \sum_{j=1}^{p}|\theta(j)|^{\gamma}\right)^{1 / 2}$. Noting Proposition 3.6 and $\lambda_{n} \sum_{j=1}^{p}|\theta(j)|^{\gamma}=O\left(\lambda_{n}\right)$, it follows that $\left\|\beta_{n}-\theta\right\|=O\left(\sqrt{\frac{\log \lambda_{\max }(n)}{\lambda_{\min }(n)}}+\sqrt{\frac{\lambda_{n}}{\lambda_{\min }(n)}}\right)$ a.s. By Assumptions (A2)(a) and (A3)(a), the proof is completed.

Next, we discuss the set convergence in probability of the estimates, starting with the following lemma to illustrate the convergence properties in probability of the estimation error.

Lemma 3.8. If Assumptions (A1), (A2) and (A3)(a)-(b) hold, then

$$
\begin{equation*}
\left\|\beta_{n}-\theta\right\|=O_{p}\left(\frac{\sqrt{q \lambda_{E, \max }(n)}}{d_{n}}\right) \tag{3.7}
\end{equation*}
$$

Proof. To prove $\left\|\beta_{n}-\theta\right\|=O_{p}\left(\sqrt{q \lambda_{E, \max }(n)} / d_{n}\right)$, it is sufficient to prove that for any $\epsilon_{1}>0$, there exists a finite $\tilde{M}>0$ and $N$ such that for any $n>N, \mathrm{P}\left(\left\|\beta_{n}-\theta\right\|>\right.$ $\left.\tilde{M} \sqrt{q \lambda_{E, \max }(n)} / d_{n}\right) \leq \epsilon_{1}$. Let $h_{n}=d_{n} / \sqrt{q \lambda_{E, \max }(n)}$. By the fact that $\forall \epsilon>0$, (3.8) $\mathrm{P}\left(h_{n}\left\|\beta_{n}-\theta\right\|>\tilde{M}\right) \leq \mathrm{P}\left(\left\|\beta_{n}-\theta\right\| \geq \epsilon / 2\right)+\mathrm{P}\left(\tilde{M} / h_{n}<\left\|\beta_{n}-\theta\right\|<\epsilon / 2\right)$,
we divide the proof into two steps: one is to prove $\mathrm{P}\left(\left\|\beta_{n}-\theta\right\| \geq \epsilon / 2\right) \leq \frac{\epsilon_{1}}{3}$ and the other is to prove $\mathrm{P}\left(\tilde{M} / h_{n}<\left\|\beta_{n}-\theta\right\|<\epsilon / 2\right) \leq \frac{2 \epsilon_{1}}{3}$. Specifics are as follows.

Step 1: By Theorem 3.7, the probability $\mathrm{P}\left(\left\|\beta_{n}-\theta\right\| \geq \epsilon / 2\right)$ converges to zero, which means for any given $\epsilon_{1}>0$, there is a finite $N_{1} \in \mathbb{N}_{+}$such that for all $n>N_{1}$,

$$
\begin{equation*}
\mathrm{P}\left(\left\|\beta_{n}-\theta\right\| \geq \epsilon / 2\right) \leq \epsilon_{1} / 3 \tag{3.9}
\end{equation*}
$$

Step 2: This step is to prove $\mathrm{P}\left(\tilde{M} / h_{n}<\left\|\beta_{n}-\theta\right\|<\epsilon / 2\right) \leq \frac{2 \epsilon_{1}}{3}$. For each $n \in$ $\mathbb{N}_{+}$, denote $S_{j, n}=\left\{\beta: 2^{j-1}<h_{n}\|\beta-\theta\|<2^{j}\right\}$ for $j \in \mathbb{Z}$. By Assumption (A2)(b), there is a finite $M_{1}>0$ and a finite $N_{2} \in \mathbb{N}_{+}$such that for all $n>N_{2}$,

$$
\begin{equation*}
\mathrm{P}\left(\lambda_{\min }(n) \leq M_{1} d_{n}\right)=\mathrm{P}\left(d_{n} \lambda_{\min }(n)^{-1} \geq M_{1}^{-1}\right) \leq \frac{\epsilon_{1}}{3} \tag{3.10}
\end{equation*}
$$

Denote $A_{n}=\left\{\omega: \lambda_{\min }(n) \leq M_{1} d_{n}\right\}$. By the definition of $S_{j, n}$ and (3.10), we have

$$
\begin{aligned}
& \mathrm{P}\left(2^{M} / h_{n}<\left\|\beta_{n}-\theta\right\|<\epsilon / 2\right) \\
\leq & \mathrm{P}\left(\left\{\omega: \beta_{n} \in S_{j, n}, \forall j \geq M+1,2^{j+1} \leq \epsilon h_{n}\right\} \cap A_{n}^{c}\right)+\mathrm{P}\left(A_{n}\right) \\
\leq & \sum_{j \geq M+1,2^{j+1} \leq \epsilon h_{n}} \mathrm{P}\left(\left\{\omega: \beta_{n} \in S_{j, n}\right\} \cap A_{n}^{c}\right)+\frac{\epsilon_{1}}{3}
\end{aligned}
$$

Since $\beta_{n}$ is the minimum of $J_{n}(\beta)$, for any set $A$ containing the point $\beta_{n}$, we have $\inf _{\beta \in A}\left(J_{n}(\beta)-J_{n}(\theta)\right) \leq 0$, which implies

$$
\begin{equation*}
\left\{\omega: \beta_{n} \in A\right\} \subset\left\{\omega: \inf _{\beta \in A}\left(J_{n}(\beta)-J_{n}(\theta)\right) \leq 0\right\} \tag{3.12}
\end{equation*}
$$

Thus, by (3.12) and (3.11) we have

$$
\begin{aligned}
& \mathrm{P}\left(2^{M} / h_{n}<\left\|\beta_{n}-\theta\right\|<\epsilon / 2\right) \\
\leq & \frac{\epsilon_{1}}{3}+\sum_{j \geq M, 2^{j} \leq \epsilon h_{n}} \mathrm{P}\left(\left\{\inf _{\beta \in S_{j, n}}\left(J_{n}(\beta)-J_{n}(\theta)\right) \leq 0\right\} \cap A_{n}^{c}\right) .
\end{aligned}
$$

Next we consider the right hand of (3.13). Let $\beta=[\beta(1), \ldots, \beta(p)]^{T} \in S_{j, n}$. Since $|\beta(j)|^{\gamma}>0$ and $\theta(j)=0$ for $j=q, q+1, \ldots, p$, similar to (3.5), we have

$$
\begin{aligned}
& J_{n}(\beta)-J_{n}(\theta)=(\beta-\theta)^{T} \sum_{i=1}^{n}\left(\varphi_{i} \varphi_{i}^{T}\right)(\beta-\theta) \\
& +2 \sum_{i=1}^{n} \varphi_{i}^{T}(\theta-\beta) w_{i+1}+\lambda_{n} \sum_{j=1}^{q}\left[|\beta(j)|^{\gamma}-|\theta(j)|^{\gamma}\right] .
\end{aligned}
$$

For the first term on the right hand of (3.14), by noting $\beta \in S_{j, n}$ and (3.10), for any $\omega \in A_{n}^{c}$, it follows that

$$
\begin{align*}
& (\beta-\theta)^{T} \sum_{i=1}^{n}\left(\varphi_{i} \varphi_{i}^{T}\right)(\beta-\theta) \geq \lambda_{\min }(n)\|\beta-\theta\|^{2} \\
& \geq \lambda_{\min }(n) 2^{2 j-2} h_{n}^{-2} \geq M_{1} d_{n} 2^{2 j-2} h_{n}^{-2} \tag{3.15}
\end{align*}
$$

For the third term on the right hand of (3.14), by the mean value theorem, there exists $\xi_{j}$ between $\beta(j)$ and $\theta(j)$ such that

$$
\left.\lambda_{n} \sum_{j=1}^{q}| | \beta(j)\right|^{\gamma}-\left.|\theta(j)|^{\gamma}\left|=\lambda_{n} \gamma \sum_{j=1}^{q}\right| \xi_{j}\right|^{\gamma-1}|\beta(j)-\theta(j)|
$$

Since $\|\beta-\theta\|<\epsilon / 2$, there is some constant $C_{1}>0$ such that $\left|\xi_{j}\right|^{\gamma-1}<C_{1}$. Thus,

$$
\begin{aligned}
& \lambda_{n} \sum_{j=1}^{q}|\| \beta(j)|^{\gamma}-|\theta(j)|^{\gamma}\left|\leq C_{1} \lambda_{n} \gamma \sum_{j=1}^{q}\right| \beta(j)-\theta(j) \mid \\
& \leq C_{1} \lambda_{n} \gamma \sqrt{q}\|\beta-\theta\| \leq C_{1} \lambda_{n} \gamma \sqrt{q} 2^{j} h_{n}^{-1}
\end{aligned}
$$

Then, it follows from (3.16) that

$$
\begin{equation*}
\lambda_{n} \sum_{j=1}^{q}\left[|\beta(j)|^{\gamma}-|\theta(j)|^{\gamma}\right] \geq-C_{1} \lambda_{n} \gamma \sqrt{q} 2^{j} h_{n}^{-1} \tag{3.17}
\end{equation*}
$$

Hence, by (3.14), (3.15) and (3.17), we have for any $\omega \in A_{n}^{c}$,

$$
\text { 8) } J_{n}(\beta)-J_{n}(\theta) \geq M_{1} d_{n} 2^{2 j-2} h_{n}^{-2}-C_{1} \lambda_{n} \gamma 2^{j} h_{n}^{-1}-\sup _{\beta \in S_{j, n}} 2\left|\sum_{i=1}^{n} \varphi_{i}^{T}(\theta-\beta) w_{i+1}\right| .
$$

When $\inf _{\beta \in S_{j, n}}\left(J_{n}(\beta)-J_{n}(\theta)\right) \leq 0$, by (3.18), for any $\omega \in A_{n}^{c}$, the following inequality holds

$$
\begin{equation*}
\sup _{\beta \in S_{j, n}} 2\left|\sum_{i=1}^{n} \varphi_{i}^{T}(\theta-\beta) w_{i+1}\right| \geq M_{1} d_{n} 2^{2 j-2} h_{n}^{-2}-C_{1} \lambda_{n} \gamma \sqrt{q} 2^{j} h_{n}^{-1} \tag{3.19}
\end{equation*}
$$

By Assumption (A3)(b), we have $\frac{\lambda_{n} \sqrt{q} 2^{j} h_{n}^{-1}}{d_{n} 2^{2 j-2} h_{n}^{-2}}=\frac{\lambda_{n}}{2^{j-2} \sqrt{\lambda_{E, \text { max }}(n)}} \xrightarrow[n \rightarrow \infty]{ } 0$. Then, it follows that $M_{1} d_{n} 2^{2 j-2} h_{n}^{-2}>C_{1} \lambda_{n} \gamma \sqrt{q} 2^{j} h_{n}^{-1}$ for all $n>N_{3}$ with $N_{3}$ being some positive integer. Therefore, by (3.19) and Markov inequality, we have

$$
\begin{gathered}
\mathrm{P}\left(\left\{\inf _{\beta \in S_{j, n}}\left(J_{n}(\beta)-J_{n}(\theta)\right) \leq 0\right\} \cap A_{n}^{c}\right) \\
\leq \mathrm{P}\left(\sup _{\beta \in S_{j, n}} 2\left|\sum_{i=1}^{n} \varphi_{i}^{T}(\theta-\beta) w_{i+1}\right| \geq M_{1} d_{n} 2^{2 j-2} h_{n}^{-2}-C_{1} \lambda_{n} \gamma \sqrt{q} 2^{j} h_{n}^{-1}\right) \\
(3.20) \leq \\
E \sup _{\beta \in S_{j, n}} 2\left|\sum_{i=1}^{n} \varphi_{i}^{T}(\theta-\beta) w_{i+1}\right| \\
M_{1} d_{n} 2^{2 j-2} h_{n}^{-2}-C_{1} \lambda_{n} \gamma \sqrt{q} 2^{j} h_{n}^{-1}
\end{gathered}
$$

In addition, by Assumption (A1), we further assume that $E\left(w_{k+1}^{2} \mid \mathcal{F}_{k}\right)=\sigma_{k}^{2} \leq \bar{\sigma}^{2}$ with $\bar{\sigma}$ being some constant. Then, by the definition of $S_{j, n}$, Jensen's inequality, and Cauchy-Schwarz inequality, we have

$$
\begin{align*}
E \sup _{\beta \in S_{j, n}} 2\left|\sum_{i=1}^{n} \varphi_{i}^{T}(\theta-\beta) w_{i+1}\right| & \leq 2 \sqrt{E \sup _{\beta \in S_{j, n}}\|\beta-\theta\|^{2}\left\|\sum_{i=1}^{n} \varphi_{i}^{T} w_{i+1}\right\|^{2}} \\
& \leq 2^{j+1} h_{n}^{-1} \sqrt{E\left[\sum_{i=1}^{n} \varphi_{i}^{T} w_{i+1} \sum_{i=1}^{n} \varphi_{i} w_{i+1}\right]} \tag{3.21}
\end{align*}
$$

Noting Assumption (A1), we have

$$
\begin{align*}
E\left[\sum_{i=1}^{n} \varphi_{i}^{T} w_{i+1} \sum_{i=1}^{n} \varphi_{i} w_{i+1}\right] & =E\left[\sum_{i=1}^{n} \varphi_{i}^{T} \varphi_{i} w_{i+1}^{2}\right]=E\left[\sum_{i=1}^{n} E\left(\left[\varphi_{i}^{T} \varphi_{i} w_{i+1}^{2}\right] \mid \mathcal{F}_{i}\right)\right] \\
& \leq \bar{\sigma}^{2} E \sum_{i=1}^{n} \varphi_{i}^{T} \varphi_{i} \leq \bar{\sigma}^{2} \operatorname{tr}\left(E \sum_{i=1}^{n} \varphi_{i} \varphi_{i}^{T}\right) \leq \bar{\sigma}^{2} p \lambda_{E, \max }(n) \tag{3.22}
\end{align*}
$$

Therefore, from (3.20) and (3.22) it follows that

$$
\begin{aligned}
& \mathrm{P}\left(\left\{\inf _{\beta \in S_{j, n}}\left(J_{n}(\beta)-J_{n}(\theta)\right) \leq 0\right\} \cap A_{n}^{c}\right) \\
\leq & \frac{2^{j+1} \bar{\sigma} \sqrt{p} h_{n}^{-1} \lambda_{E, \max }(n)^{1 / 2}}{M_{1} d_{n} 2^{2 j-2} h_{n}^{-2}-C_{1} \lambda_{n} \gamma \sqrt{q} 2^{j} h_{n}^{-1}} \leq \frac{2 \bar{\sigma}}{M_{1} 2^{j-2}-\frac{C_{1} \lambda_{n} \gamma}{\lambda_{E, \max }(n)^{1 / 2}}} .
\end{aligned}
$$

By Assumption (A3)(b), there is a finite $N_{4} \in \mathbb{N}_{+}$such that for all $n>N_{4}$,

$$
\mathrm{P}\left(\left\{\inf _{\beta \in S_{j, n}}\left(J_{n}(\beta)-J_{n}(\theta)\right) \leq 0\right\} \cap A_{n}^{c}\right) \leq \frac{\bar{\sigma}}{M_{1} 2^{j-4}}
$$

which leads to

$$
(3.23) \sum_{j \geq M, 2^{j} \leq \epsilon h_{n}} \mathrm{P}\left(\left\{\inf _{\beta \in S_{j, n}}\left(J_{n}(\beta)-J_{n}(\theta)\right) \leq 0\right\} \cap A_{n}^{c}\right) \leq \sum_{j \geq M} \frac{\bar{\sigma}}{M_{1} 2^{j-4}} \leq \frac{\bar{\sigma}}{M_{1}} 2^{-(M-5)}
$$

Therefore, for the given $\epsilon_{1}$, there is a finite $M_{2}$ and $N_{5}$ such that for all $n>N_{5}$,

$$
\begin{equation*}
\sum_{j \geq M_{2}, 2^{j} \leq \epsilon h_{n}} \mathrm{P}\left(\left\{\inf _{\beta \in S_{j, n}}\left(J_{n}(\beta)-J_{n}(\theta)\right) \leq 0\right\} \cap A_{n}^{c}\right) \leq \frac{\epsilon_{1}}{3} \tag{3.24}
\end{equation*}
$$

Thus, from (3.8), (3.9), (3.13) and (3.24), letting $\tilde{M}=2^{M_{2}}$ and $N=\max \left\{N_{1}, \ldots, N_{5}\right\}$, we have for all $n>N, \mathrm{P}\left(h_{n}\left\|\beta_{n}-\theta\right\|>\tilde{M}\right) \leq \epsilon_{1}$. This completes the proof.

Remark 3.9. From Equation (3.7), it can be obtained that the smaller the number of non-zero elements of the parameter vector $\theta$, the faster the convergence rate and thus the better the identification performance. This is further verified by the simulation Example 1 in Section 6.

Based on Lemma 3.8, we give the following theorem demonstrating the set convergence in probability. Different from Theorem 3.7, the following theorem further states that the probability that the proposed algorithm correctly selects the non-zero elements of the unknown sparse parameter vector converges to one.

THEOREM 3.10. Let $\beta_{n}=\left(\beta_{1 n}^{T}, \beta_{2 n}^{T}\right)^{T}$ with $\beta_{1 n} \in \mathbb{R}^{q}$ and $\beta_{2 n} \in \mathbb{R}^{p-q}$ being the vectors composed by the first $q$ elements and the last $p-q$ elements of $\beta_{n}$, and $\theta=\left(\theta_{10}^{T}, 0_{p-q}^{T}\right)^{T}$ with $\theta_{10} \in \mathbb{R}^{q}$. If Assumptions (A1)-(A3) hold, then we have the set convergence of the estimates with probability tending to one, i.e., $\lim _{n \rightarrow \infty} P\left(\beta_{2 n}=\right.$ $\left.0_{p-q}\right)=1$.

Proof. Let $t_{n}=\frac{\sqrt{\lambda_{E, \text { max }}(n)}}{d_{n}}$. Denote the estimate $\beta_{n}=\left(\beta_{1 n}^{T}, \beta_{2 n}^{T}\right)^{T}$ as $\beta_{1 n}=$ $\theta_{10}+t_{n} u_{1 n}, \beta_{2 n}=t_{n} u_{2 n}$, where $u_{1 n} \in \mathbb{R}^{q}$ and $u_{2 n} \in \mathbb{R}^{p-q}$. In addition, denote

$$
\sum_{k=1}^{n} \varphi_{k} \varphi_{k}^{T}=\left[\begin{array}{cc}
\Phi_{n}^{(11)} & \Phi_{n}^{(12)}  \tag{3.25}\\
\Phi_{n}^{(21)} & \Phi_{n}^{(22)}
\end{array}\right] \text { and } \varphi_{k}=\left[\begin{array}{c}
\varphi_{k}^{(1)} \\
\varphi_{k}^{(2)}
\end{array}\right]
$$

where $\Phi_{n}^{(11)} \in \mathbb{R}^{q \times q}, \varphi_{k}^{(q)} \in \mathbb{R}^{d}$ and others are with compatible dimensions. For any given $C>0$, define

$$
\begin{equation*}
B_{n}=\left\{\omega: \beta_{n} \in\left\{\beta:\|\beta-\theta\| \leq t_{n} C\right\}\right\}, \quad D_{n}=\left\{\omega: \beta_{2 n}=0\right\} \tag{3.26}
\end{equation*}
$$

Then, by (3.26) we have $\left\|u_{1 n}\right\| \leq C$ and $\left\|u_{2 n}\right\| \leq C$ for all $\omega \in B_{n}$. Next, we prove that for any given $\epsilon>0$, there is $N \in \mathbb{N}_{+}$such that $\mathrm{P}\left(D_{n}\right) \geq 1-\epsilon$ for all $n>N$. In the following, we consider the estimate sequence $\left\{\beta_{n}\right\}_{n \geq 1}$ on a fixed sample path $\omega \in B_{n}$. Direct calculation for (3.2) leads to

$$
\begin{aligned}
J_{n}\left(\beta_{n}\right)= & \sum_{i=1}^{n} w_{i+1}^{2}+\left(\beta_{n}-\theta\right)^{T} \sum_{i=1}^{n}\left(\varphi_{i} \varphi_{i}^{T}\right)\left(\beta_{n}-\theta\right) \\
& +2 \sum_{i=1}^{n} \varphi_{i}^{T}\left(\theta-\beta_{n}\right) w_{i+1}+\lambda_{n} \sum_{j=1}^{p}\left|\beta_{n}(j)\right|^{\gamma} .
\end{aligned}
$$

Then, we can obtain

$$
\begin{align*}
& J_{n}\left(\theta_{10}+t_{n} u_{1 n}, t_{n} u_{2 n}\right)-J_{n}\left(\theta_{10}+t_{n} u_{1 n}, 0\right) \\
= & t_{n}^{2} \sum_{i=1}^{n}\left(\varphi_{i}^{(2) T} u_{2 n}\right)^{2}+2 t_{n}^{2} \sum_{i=1}^{n}\left(\varphi_{i}^{(1) T} u_{1 n}\right)\left(\varphi_{i}^{(2) T} u_{2 n}\right) \\
& -2 t_{n} \sum_{i=1}^{n} w_{i+1}\left(\varphi_{i}^{(2)^{T}} u_{2 n}\right)+\lambda_{n} t_{n}^{\gamma} \sum_{j=1}^{p-q}\left|u_{2 n}(j)\right|^{\gamma} . \tag{3.27}
\end{align*}
$$

For the first two terms on the right hand of (3.27), we have

$$
\begin{align*}
& t_{n}^{2} \sum_{i=1}^{n}\left(\varphi_{i}^{(2) T} u_{2 n}\right)^{2}+2 t_{n}^{2} \sum_{i=1}^{n}\left(\varphi_{i}^{(1) T} u_{1 n}\right)\left(\varphi_{i}^{(2) T} u_{2 n}\right)  \tag{3.28}\\
& \geq \\
& \geq t_{n}^{2} \sum_{i=1}^{n}\left(\varphi_{i}^{(2) T} u_{2 n}\right)^{2}-t_{n}^{2} \sum_{i=1}^{n}\left[\left(\varphi_{i}^{(1) T} u_{1 n}\right)^{2}+\left(\varphi_{i}^{(2) T} u_{2 n}\right)^{2}\right]=-t_{n}^{2} \sum_{i=1}^{n}\left(\varphi_{i}^{(1) T} u_{1}\right)^{2} .
\end{align*}
$$

By Markov inequality and noting that $\lambda_{\max }\left\{E \Phi_{n}^{(11)}\right\} \leq \lambda_{E, \max }(n)$, for the above given $\epsilon$, letting $M_{1}=\frac{3}{\epsilon}$, we have
(3.29) $\mathrm{P}\left(t_{n}^{2} \sum_{i=1}^{n}\left(\varphi_{i}^{(1) T} u_{1 n}\right)^{2} \geq M_{1} \lambda_{E, \max }(n) t_{n}^{2} C^{2}\right) \leq \frac{\epsilon E\left(t_{n}^{2} \sum_{i=1}^{n}\left(\varphi_{i}^{(1) T} u_{1 n}\right)^{2}\right)}{3 \lambda_{E, \max }(n) t_{n}^{2} C^{2}} \leq \epsilon / 3$.

Hence, it follows $\mathrm{P}\left(E_{n}^{c}\right) \leq \epsilon / 3$, where $E_{n}$ is denoted as

$$
\begin{equation*}
E_{n}=\left\{\omega: t_{n}^{2} \sum_{i=1}^{n}\left(\varphi_{i}^{(1) T} u_{1}\right)^{2} \leq M_{1} t_{n}^{2} C^{2} \lambda_{E, \max }(n)\right\} \tag{3.30}
\end{equation*}
$$

For the third term on the right hand of (3.27), similar to (3.21) and (3.22), noting that $\lambda_{\max }\left\{E \Phi_{n}^{(22)}\right\} \leq \lambda_{E, \max }(n)$ and $\left\|u_{2 n}\right\| \leq C$, we can get

$$
\begin{align*}
& E\left|\sum_{i=1}^{n} w_{i+1}\left(\varphi_{i}^{(2) T} u_{2 n}\right)\right| \leq\left(E\left|\sum_{i=1}^{n} w_{i+1}\left(\varphi_{i}^{(2) T} u_{2 n}\right)\right|^{2}\right)^{1 / 2} \\
& \leq C \bar{\sigma} \lambda_{\max }\left\{E \Phi_{n}^{(22)}\right\}^{1 / 2} \leq C \bar{\sigma} \sqrt{\lambda_{E, \max }(n)} \tag{3.31}
\end{align*}
$$

where $\mathbb{E}\left(w_{k+1}^{2} \mid \mathcal{F}_{k}\right) \leq \bar{\sigma}^{2}$ with $\bar{\sigma}$ being some constant by Assumption (A1). By Markov inequality, for the above given $\epsilon$, letting $M_{2}=\frac{3 C \bar{\sigma}}{\epsilon}$, it follows from (3.31) that

$$
\begin{equation*}
\mathrm{P}\left(\left|\sum_{i=1}^{n} w_{i+1}\left(\varphi_{i}^{(2) T} u_{2 n}\right)\right| \geq M_{2} \sqrt{\lambda_{E, \max }(n)}\right) \leq \frac{E\left|\sum_{i=1}^{n} w_{i+1}\left(\varphi_{i}^{(2) T} u_{2 n}\right)\right|}{M_{2} \sqrt{\lambda_{E, \max }(n)}} \leq \epsilon / 3 \tag{3.32}
\end{equation*}
$$

Denote

$$
\begin{equation*}
F_{n}=\left\{\omega:-\sum_{i=1}^{n} w_{i+1}\left(\varphi_{i}^{(2)^{T}} u_{2 n}\right) \geq-M_{2} \lambda_{E, \max }^{1 / 2}(n)\right\} . \tag{3.33}
\end{equation*}
$$

Then, from (3.32) it follows $\mathrm{P}\left(F_{n}^{c}\right) \leq \epsilon / 3$. For the last term on the right hand of (3.27), noting that $\left[\sum_{j=1}^{p-q}\left|u_{2 n}(j)\right|^{\gamma}\right]^{2 / \gamma} \geq \sum_{j=1}^{p-q}\left|u_{2 n}(j)\right|^{2}=\left\|u_{2 n}\right\|^{2}$, we have

$$
\begin{equation*}
\lambda_{n} t_{n}^{\gamma} \sum_{j=1}^{p-q}\left|u_{2 n}(j)\right|^{\gamma} \geq\left\|u_{2 n}\right\|^{\gamma} \lambda_{n} t_{n}^{\gamma} \tag{3.34}
\end{equation*}
$$

For all $\omega \in E_{n} \cap F_{n}$, from (3.28), (3.30), (3.33) and (3.34), we have

$$
\begin{align*}
& J_{n}\left(\theta_{10}+t_{n} u_{1 n}, t_{n} u_{2 n}\right)-J_{n}\left(\theta_{10}+t_{n} u_{1 n}, 0\right) \geq \\
& -M_{1} t_{n}^{2} C^{2} \lambda_{E, \max }(n)+\left\|u_{2 n}\right\|^{\gamma} \lambda_{n} t_{n}^{\gamma}-2 t_{n} M_{2} \lambda_{E, \max }^{1 / 2}(n) \tag{3.35}
\end{align*}
$$

By Assumption (A3)(c), and noting that $\lambda_{E, \max }(n) / d_{n} \nrightarrow 0$, we have

$$
\begin{aligned}
& \frac{\lambda_{n} t_{n}^{\gamma}}{t_{n}^{2} \lambda_{E, \max }(n)}=\frac{\lambda_{n} d_{n}^{2-\gamma}}{\lambda_{E, \max }(n)^{2-\frac{1}{2} \gamma}} \xrightarrow[n \rightarrow \infty]{\longrightarrow} \infty, \\
& \frac{\lambda_{n} t_{n}^{\gamma}}{t_{n} \sqrt{\lambda_{E, \max }(n)}}=\frac{\lambda_{n} d_{n}^{2-\gamma}}{\lambda_{E, \max }(n)^{2-\frac{1}{2} \gamma}} \frac{\lambda_{E, \max }(n)}{d_{n}} \xrightarrow[n \rightarrow \infty]{\longrightarrow} \infty .
\end{aligned}
$$

Therefore, from (3.35), if $\left\|u_{2 n}\right\|>0$, then there is a finite $\tilde{N} \in \mathbb{N}_{+}$such that $J_{n}\left(\beta_{n}\right)-$ $J_{n}\left(\theta_{10}+t_{n} u_{1 n}, 0\right)>0, \forall n>N$, which contradicts $\beta_{n}=\operatorname{argmin} J_{n}(\beta)$. Thus, for any $\omega \in E_{n} \cap F_{n}$, there is a finite $N_{1}$ such that $\beta_{2 n}=t_{n} u_{2 n}=0, \forall n>N_{1}$. Therefore, from (3.26) it follows $B_{n} \cap E_{n} \cap F_{n} \subset D_{n} \cap E_{n} \cap F_{n}, \forall n>N_{1}$. In addition, by Lemma 3.8, for the above given $\epsilon$, there is an $N_{2} \in \mathbb{N}_{+}$such that $P\left(B_{n}^{c}\right) \leq \epsilon / 3$ for all $n>N_{2}$. Hence, combing the results above (3.30) and below (3.33), and letting $N=\max \left\{N_{1}, N_{2}\right\}$, we have that for all $n>N$,

$$
\begin{aligned}
P\left(\beta_{2 n}=0\right) & =P\left(D_{n}\right) \geq P\left(D_{n} \cap E_{n} \cap F_{n}\right)=1-P\left(D_{n}^{c} \cup E_{n}^{c} \cup F_{n}^{c}\right) \\
& \geq 1-P\left(B_{n}^{c}\right)-P\left(E_{n}^{c}\right)-P\left(F_{n}^{c}\right) \geq 1-\epsilon
\end{aligned}
$$

This completes the proof.
Using the central limit theorem, we immediately give the asymptotic normality of the estimated non-zero parameters below.

THEOREM 3.11. Assume for each $n$ that there is a non-random positive definite symmetric matrix $R_{n}$ such that

$$
\begin{align*}
& R_{n}^{-1} \Phi_{n}^{(11)} \xrightarrow{P} \mathbf{I}_{p}, \max _{1 \leq k \leq n}\left\|R_{n}^{-1 / 2} \varphi_{k}^{(1)}\right\| \xrightarrow{P} 0, \text { and }  \tag{3.36}\\
& \lim _{k \rightarrow \infty} \mathrm{E}\left(w_{k+1}^{2} \mid \mathcal{F}_{k}\right)=\sigma^{2}, \text { a.s. for some constant } \sigma, \tag{3.37}
\end{align*}
$$

where $\varphi_{k}^{(1)}$ and $\Phi_{n}^{(11)}$ are defined in (3.25). Denote the estimate $\beta_{n}=\left(\beta_{1 n}^{T}, \beta_{2 n}^{T}\right)^{T}$ and $\theta=\left[\theta_{10}^{T}, 0_{p-q}^{T}\right]^{T}$. For any non-random $\alpha_{n} \in \mathbb{R}^{q}$ satisfying $\left\|\alpha_{n}\right\| \leq 1$, let $s_{n}^{2}=$ $\sigma^{2} \alpha_{n}^{T} R_{n}^{-1} \alpha_{n}$. If Assumptions (A1)-(A3) hold, then

$$
\begin{equation*}
s_{n}^{-1} \alpha_{n}^{T}\left(\beta_{1 n}-\theta_{10}\right)=s_{n}^{-1} \sum_{k=1}^{n} \alpha_{n}^{T}\left(\Phi_{n}^{(11)}\right)^{-1} \varphi_{k}^{(1)} w_{k+1}+o_{p}(1) \xrightarrow{\mathrm{d}} N(0,1), \tag{3.38}
\end{equation*}
$$

where $\xrightarrow{\mathrm{d}}$ denotes convergence in distribution and $N(0,1)$ denotes the standard normal distribution.

Remark 3.12. The existence of a non-random matrix $R_{n}$ satisfying conditions (3.36) in Theorem 3.11 can be regarded as an stability assumption of the matrix $\Phi_{n}^{(11)}$. Moreover, this assumption is necessary for asymptotic normality and one can refer to Example 3 in [21] in which asymptotic normality fails to hold in the absence of (3.36). Besides, $R_{n}$ can be selected as $\Phi_{n}^{(11)}$ if $\left\{\varphi_{k}^{(1)}\right\}$ is determined sequence; $R_{n}$ can be selected as $n E \varphi_{n}^{(1)} \varphi_{n}^{(1) T}$ if $\varphi_{n}^{(1)} \varphi_{n}^{(1) T}$ is a stationary and ergodic random sequence with positive covariance matrix [39].

Proof. Denote $J_{n}(\beta)$ in (3.2) as $J_{n}(\beta)=J_{n}\left(\beta_{1}, \beta_{2}\right)$ with $\beta_{1} \in \mathbb{R}^{q}$. By Theorem 3.7, we have $\left\|\beta_{n}-\theta\right\| \xrightarrow[n \rightarrow \infty]{ } 0$ a.s. Since each component of $\theta_{10}$ is not equal to zero, when $n$ is sufficiently large, each element of $\beta_{1 n}$ stays away from zero. Noting that the estimate $\beta_{n}=\left(\beta_{1 n}^{T}, \beta_{2 n}^{T}\right)^{T}$ is the minimum of $J_{n}(\beta)$, when $n$ is sufficiently large, we have $\frac{\partial}{\partial \beta_{1}} J_{n}\left(\beta_{1 n}, \beta_{2 n}\right)=0$, which implies
$(3.39)-2 \sum_{k=1}^{n}\left(y_{k+1}-\beta_{1 n}^{T} \varphi_{k}^{(1)}-\beta_{2 n}^{T} \varphi_{k}^{(2)}\right) \varphi_{k}^{(1)}+\left.\lambda_{n} \gamma \operatorname{vec}\left(\operatorname{sign}\left(\beta_{1 n}(j)\right)\left|\beta_{1 n}(j)\right|^{\gamma-1}\right)\right|_{j=1} ^{q}=0$.
From (2.1) and noting that $\theta=\left[\theta_{10}^{T}, 0_{1 \times(p-q)}\right]^{T}$, it follows $y_{k+1}-\theta_{10}^{T} \varphi_{k}^{(1)}=w_{k+1}$. Then, by (3.39) we get

$$
\begin{align*}
& \sum_{k=1}^{n} \varphi_{k}^{(1)} \varphi_{k}^{(1) T}\left(\beta_{1 n}-\theta_{10}\right)  \tag{3.40}\\
= & -\sum_{k=1}^{n} \beta_{2 n}^{T} \varphi_{k}^{(2)} \varphi_{k}^{(1)}+\sum_{k=1}^{n} \varphi_{k}^{(1)} w_{k+1}-\left.\frac{1}{2} \lambda_{n} \gamma \operatorname{vec}\left(\operatorname{sign}\left(\beta_{1 n}(j)\right)\left|\beta_{1 n}(j)\right|^{\gamma-1}\right)\right|_{j=1} ^{q} .
\end{align*}
$$

Thus, direct calculation from (3.40) leads to

$$
\begin{align*}
s_{n}^{-1} \alpha_{n}^{T}\left(\beta_{1 n}-\theta_{10}\right)= & -s_{n}^{-1} \alpha_{n}^{T}\left(\Phi_{n}^{(11)}\right)^{-1} \sum_{k=1}^{n} \beta_{2 n}^{T} \varphi_{k}^{(2)} \varphi_{k}^{(1)}+s_{n}^{-1} \sum_{k=1}^{n} \alpha_{n}^{T}\left(\Phi_{n}^{(11)}\right)^{-1} \varphi_{k}^{(1)} w_{k+1} \\
(3.41) & -\left.\frac{1}{2} \lambda_{n} \gamma s_{n}^{-1} \alpha_{n}^{T}\left(\Phi_{n}^{(11)}\right)^{-1} \operatorname{vec}\left(\operatorname{sign}\left(\beta_{1 n}(j)\right)\left|\beta_{1 n}(j)\right|^{\gamma-1}\right)\right|_{j=1} ^{q} \tag{3.41}
\end{align*}
$$

For the first term on the right hand of (3.41), by Theorem 3.10 that $\lim _{n \rightarrow \infty} P\left(\beta_{2 n}=\right.$ $0)=1$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathrm{P}\left(s_{n}^{-1} \alpha_{n}^{T}\left(\Phi_{n}^{(11)}\right)^{-1} \sum_{k=1}^{n} \beta_{2 n}^{T} \varphi_{k}^{(2)} \varphi_{k}^{(1)}=0\right)=1 \tag{3.42}
\end{equation*}
$$

For the last term on the right hand of (3.41), since $\beta_{1 n} \rightarrow \theta_{10}$, there is a constant $C$ such that $\left|\beta_{1 n}(j)\right| \leq C$ for $j=1, \ldots, q$. By Assumption (A3)(a), we have

$$
\begin{align*}
& \left|\lambda_{n} \alpha_{n}^{T}\left(\Phi_{n}^{(11)}\right)^{-1} \operatorname{vec}\left(\operatorname{sign}\left(\beta_{1 n}(j)\right)\left|\beta_{1 n}(j)\right|^{\gamma-1}\right)\right|_{j=1}^{q} \mid \\
\leq & \lambda_{n} \lambda_{\min }(n)^{-1} q^{1 / 2} C^{\gamma-1}=o_{p}(1), \tag{3.43}
\end{align*}
$$

which together with (3.41) and (3.42) gives

$$
\begin{equation*}
s_{n}^{-1} \alpha_{n}^{T}\left(\beta_{1 n}-\theta_{10}\right)=s_{n}^{-1} \sum_{k=1}^{n} \alpha_{n}^{T}\left(\Phi_{n}^{(11)}\right)^{-1} \varphi_{k}^{(1)} w_{k+1}+o_{p}(1) \tag{3.44}
\end{equation*}
$$

In view of (3.36) and (3.44), to prove (3.38), we need only to show that

$$
\begin{equation*}
s_{n}^{-1} \sum_{k=1}^{n} \alpha_{n}^{T} R_{n}^{-1} \varphi_{k}^{(1)} w_{k+1} \xrightarrow{\mathrm{~d}} N(0,1) . \tag{3.45}
\end{equation*}
$$

Similar to [21], the desired conclusion (3.45) can be obtained by making use of a martingale central limit theorem of [7].
3.3. Comparison of Algorithm 3.1 with related methods. In this part, we compare the sparse identification Algorithm 3.1 with Information Criterion-based variable selection [1, 32], LASSO [33], and bridge estimate [18].

Comparison with variable selection and order estimation based on information criterion. The variable selection problem aims to select a subset of relevant variables used in model construction. The usual approach is to select the optimal one from a set of reasonable models under some importance criteria, many of which contain measures of accuracy and the penalized term by the number of selected variables, for instance, AIC [1] and BIC [32] for stationary time series. Algorithm 3.1 in this paper not only fulfills the task of variable selection but also estimates the parameters corresponding to the selected variables. Moreover, compared with order estimation methods for stochastic systems such as control information criterion (CIC) [5, 15], the algorithm in this paper solves the problem as well, and furthermore, non-contributing variables within the order can also be selected out.

Comparison with LASSO and bridge estimate. Compared with the LASSO, Algorithm 3.1 does not require additional conditions; and compared with the bridge estimate, Algorithm 3.1 can be applied to general observations. In a typical setup, the sparsity problem can be described as follows [37]: Given a $n \times p$ matrix $\Psi_{n}$, and a procedure of generating an observation such as

$$
Y=\Psi_{n} \theta+W
$$

with $Y=\left[y_{1}, \ldots, y_{n}\right]^{T}, \Psi_{n}=\left[\varphi_{0}, \ldots, \varphi_{n-1}\right]^{T}$ and $W=\left[w_{1}, \ldots, w_{n}\right]$, we are asked to recover $\theta$ from the observation $Y$ such that $\theta$ is of the sparsest structure. The problem can be solved by the following regularization method:

$$
\min _{\theta \in \mathbb{R}^{p}}\left\{\left\|Y-\Psi_{n} \theta\right\|^{2}+\lambda_{n}\|\theta\|_{\nu}^{\nu}\right\}
$$

where $\nu>0$ and $\|x\|_{\nu}$ is defined by $\|\theta\|_{\nu}=\sqrt[\nu]{\sum_{i=1}^{p}|\theta(i)|^{\nu}}$. The LASSO (for $\nu=1$ ), the bridge estimate (for $\nu>0$ ), and the Algorithm 3.1 (for $0<\nu<1$ ) in this paper all
fall into this category, but $\Psi_{n}$ in Algorithm 3.1 can be stochastic, whereas the others are deterministic. We then compare the application scope of these three algorithms. For LASSO, denote

$$
\Phi_{n}=\sum_{k=1}^{n} \varphi_{k} \varphi_{k}^{T}=\left[\begin{array}{ll}
\Phi_{n}^{11} & \Phi_{n}^{12} \\
\Phi_{n}^{21} & \Phi_{n}^{22}
\end{array}\right]
$$

with $\Phi_{n}^{11} \in \mathbb{R}^{q \times q}$ and $\beta_{n}=\left(\beta_{1 n}^{T}, \beta_{2 n}^{T}\right)^{T}$. [40] gave sufficient conditions for the set convergence in probability of the LASSO estimate: (a) $\frac{1}{n} \Phi_{n} \rightarrow \Phi$ with $\Phi$ being a positive definite matrix; (b) the following strong irrepresentable condition holds:

$$
\left|\Phi_{n}^{21}\left(\Phi_{n}^{11}\right)^{-1} \operatorname{sign}\left(\beta_{1 n}\right)\right| \leq \mathbf{1}_{p-q}-\eta
$$

with $\mathbf{1}_{p-q}$ being a $(p-q) \times 1$ vector of 1 's, $\eta>0$ and the inequality holding elementwise; and (c) $\lambda_{n}$ is chosen as $\lambda_{n}=n^{\alpha}$ with $\frac{1}{2}<\alpha<1$. Algorithm 3.1 of this paper can also reach set convergence while covering condition (a) as a special case without requiring the strong irrepresentable condition (b).

For bridge estimate, the conditions for the consistency of the estimates given by [18] are: (a) $\frac{1}{n} \Phi_{n} \rightarrow \Phi$ with $\Phi$ being a positive definite matrix; (b) $\lambda_{n} n^{-1 / 2} \rightarrow 0$ and $\lambda_{n}^{2} n^{-\gamma} \rightarrow 0$. This result is consistent with the result of Algorithm 3.1 when $C_{1} n \leq \lambda_{\min }(n) \leq \lambda_{\max }(n) \leq C_{2} n$ for some constants $C_{1}$ and $C_{2}$. In addition, the theoretical results of Algorithm 3.1 go further and can be adapted to non-persistent excitation cases, in particular, the data series $\left\{\varphi_{k}, y_{k+1}\right\}_{k \geq 1}$ can be generated by feedback control where $\varphi_{k}$ may be stochastic.
4. Weighted $L_{\gamma}$ regularization algorithm and its properties. LASSO is a popular technique for simultaneous estimation and variable selection. However, in some cases, LASSO is inconsistent for variable selection. [28] showed the conflict between the optimal prediction and consistent variable selection in LASSO. To address this issue, [43] proposed a new version of the LASSO, the adaptive LASSO, in which adaptive weights were used to penalize different parameters in the $L_{1}$ penalty. [42] extended this result to general observation cases. Inspired by the improvement of the convergence properties of LASSO with this technique, in order to extend the scope of application and improve the performance of the $L_{\gamma}$ penalty, in this section, we present a two-step algorithm with adaptively weighted $L_{\gamma}(0<\gamma \leq 1)$ penalty term. The algorithm is more broadly applicable and has better convergence properties.

### 4.1. Weighted $L_{\gamma}$ regularization algorithm.

Assumption. Given constants $\gamma$ and $\mu$ satisfying $0<\gamma \leq 1$ and $\mu>0$. To proceed, we first introduce the assumptions to be used for the theoretical analysis of the weighted $L_{\gamma}$ regularization algorithm.
(B1) For the maximal and minimal eigenvalues of $\sum_{k=1}^{n} \varphi_{k} \varphi_{k}^{T}$ and the positive sequence $\left\{\lambda_{n}\right\}_{n \geq 1}$, it holds,
(a) $\left(\frac{\log \lambda_{\max }(n)}{\lambda_{\min }(n)}\right)^{1-\frac{\gamma}{2}+\frac{\mu}{2}} \frac{\lambda_{\max }(n)}{\lambda_{n}} \xrightarrow[n \rightarrow \infty]{ } 0$ a.s.
(b) $\frac{\log \lambda_{\max }(n)^{\frac{\mu}{2}}}{\lambda_{\min }(n)^{1-\frac{\gamma}{2}+\frac{\mu}{2}}} \frac{\lambda_{\max }(n)}{\lambda_{n}^{\frac{\gamma}{2}}} \xrightarrow[n \rightarrow \infty]{ } 0$ a.s. (c) $\frac{\log \lambda_{\max }(n)^{\frac{1}{2}+\frac{\mu}{2}}}{\lambda_{\min }(n)^{\frac{1}{2}-\frac{\gamma}{2}+\frac{\mu}{2}}} \frac{\lambda_{\max }(n)^{\frac{1}{2}}}{\lambda_{n}^{\frac{1}{2}+\frac{\gamma}{2}}} \xrightarrow[n \rightarrow \infty]{ } 0$ a.s.

The adaptive sparse identification algorithm is proposed in Algorithm 4.1.

```
Algorithm 4.1 Weighted \(L_{\gamma}\) regularization.
    Step 0 (Initialization). For given \(0<\gamma \leq 1\) and \(\mu>0\), choose a positive
    sequence \(\left\{\lambda_{n}\right\}_{n \geq 1}\) satisfying Assumption (B1).
```

    Step 1 (LS Estimation). Based on \(\left\{y_{k+1}, \varphi_{k}\right\}_{k=1}^{n}\), compute the estimator:
    $$
\theta_{n+1}=\left(\sum_{k=1}^{n} \varphi_{k} \varphi_{k}^{T}\right)^{-1}\left(\sum_{k=1}^{n} \varphi_{k} y_{k+1}\right) .
$$

Let $\theta_{n+1}=\left[\theta_{n+1}(1), \ldots, \theta_{n+1}(p)\right]^{T}$, and for $1 \leq j \leq p$, define

$$
\widehat{\theta}_{n+1}(j)=\theta_{n+1}(j)+\operatorname{sign}\left(\theta_{n+1}(j)\right) \sqrt{\frac{\log \lambda_{\max }(n)}{\lambda_{\min }(n)}} .
$$

Step 2 (Sparse Optimization with $L_{\gamma}$ penalty). With $\lambda_{n}$ and $\widehat{\theta}_{n+1}$, optimize the objective function $\widehat{J}_{n}(\beta)=\sum_{k=1}^{n}\left(y_{k+1}-\beta^{T} \varphi_{k}\right)^{2}+\lambda_{n} \sum_{j=1}^{p} \frac{1}{\left|\hat{\theta}_{n+1}(j)\right|^{\mu}}|\beta(j)|^{\gamma}$ and obtain

$$
\begin{gather*}
\widehat{\beta}_{n}=\left[\widehat{\beta}_{n}(1), \ldots, \widehat{\beta}_{n}(p)\right]^{T}=\underset{\beta}{\operatorname{argmin}} \widehat{J}_{n}(\beta)  \tag{4.1}\\
\widehat{A}_{n}^{*}=\left\{j=1, \ldots, p \mid \widehat{\beta}_{n}(j)=0\right\} . \tag{4.2}
\end{gather*}
$$

Remark 4.1. We discuss the choice of $\lambda_{n}$ in the Algorithm 4.1. If we assume $\frac{\lambda_{\max }(n)}{\lambda_{\min }(n)}\left(\frac{\log \lambda_{\max }(n)}{\lambda_{\min }(n)}\right)^{\mu / 2} \rightarrow 0$, a.s., then Assumption (B1) can be simplified to $\lambda_{n}=o\left(\lambda_{\min }(n)\right)$ and $\lambda_{\max }(n)\left(\frac{\left(\log \lambda_{\max }(n)\right.}{\lambda_{\min }(n)}\right)^{\frac{\mu}{2}}=o\left(\lambda_{n}\right)$. Denote $a_{n}=\lambda_{\max }(n)\left(\frac{\log \lambda_{\max }(n)}{\lambda_{\min }(n)}\right)^{\frac{\mu}{2}}$ and $b_{n}=\lambda_{\min }(n)$. Then, $\lambda_{n}$ can be chosen as $\lambda_{n}=a_{n}^{\eta} b_{n}^{1-\eta}$ for any fixed $\eta \in(0,1)$ satisfying Assumption (B1). Specifically, by noting that $\frac{a_{n}}{b_{n}}=\frac{\lambda_{\max }(n)}{\lambda_{\min }(n)}\left(\frac{\log \lambda_{\max }(n)}{\lambda_{\min }(n)}\right)^{\mu / 2} \rightarrow$ 0 a.s., it follows that $\frac{\lambda_{n}}{b_{n}}=\left(\frac{a_{n}}{b_{n}}\right)^{\eta} \rightarrow 0$, and $\frac{a_{n}}{\lambda_{n}}=\left(\frac{a_{n}}{b_{n}}\right)^{1-\eta} \rightarrow 0$ a.s.
4.2. Theoretical properties. Recall that the parameter vector is assumed $\theta=$ $[\theta(1), \ldots, \theta(q), \theta(q+1), \ldots, \theta(p)]^{T}$ with $\theta(i) \neq 0$ for $i=1, \ldots, q$, and $\theta(j)=0$ for $j=q+1, \ldots, p$. For the estimate $\widehat{\beta}_{n}$ and $\widehat{A}_{n}^{*}$ generated by Algorithm 4.1, the almost sure convergence of $\widehat{\beta}_{n}$ and the almost sure set convergence of $\widehat{A}_{n}^{*}$ are given in the following theorems.

Theorem 4.2. If Assumptions (A1), (A2)(a) and (A3)(a) hold, then

$$
\lim _{n \rightarrow \infty} \widehat{\beta}_{n}(j)=\theta(j), j=1, \ldots, q, \text { a.s. }
$$

Proof. The proof is similar to that of Theorem 3.7, and so, omitted here.
Theorem 4.3. If Assumptions (A1), (A3)(a) and (B1) hold, then there is an $\omega$-space $\Omega_{0}$ satisfying $P\left(\Omega_{0}\right)=1$ and for any $\omega \in \Omega_{0}$, there is an integer $N_{0}(\omega)$ such that $\widehat{A}_{n}^{*}=A^{*}$ for all $n \geq N_{0}(\omega)$.

Proof. Combining the proof of Theorem 3.10 with the proof of Lemma 4 in [42] yields the theorem.
4.3. Comparison of Algorithms 4.1 with related methods. Noting Remark 3.4, Algorithm 4.1 is more likely to produce sparse solutions than the algorithm in [42] and adaptive LASSO [43]. Moreover, Algorithm 4.1 covers the results of the adaptive LASSO and the algorithm in [42]. Specifically, when $\mu=\gamma=1$, by Remark 4.1, Assumption (B1) is degenerated to $\frac{\lambda_{\max }(n)}{\lambda_{\min }(n)} \sqrt{\frac{\log \lambda_{\max }(n)}{\lambda_{\min }(n)}} \rightarrow 0$ a.s., which is consistent with Assumption (A3) in [42]. If one further assumes that $\lambda_{\max }(n)=O(n)$ and $\lambda_{\min }(n)=O(n)$ a.s., then the result is consistent with the adaptive LASSO.

## 5. Application to typical scences.

5.1. Structure selection for a class of NARX models. This section applies Algorithm 3.1 to the structure selection of the NARX models with finite basis functions. One class of NARX models [41] is the kernel regression model:

$$
\begin{equation*}
y_{k+1}=\theta_{N}^{T} \varphi_{N, k}+w_{k+1} \tag{5.1}
\end{equation*}
$$

where $y_{k+1}$ is the output, $\varphi_{N, k}=\left[\varphi_{1}(x(k)), \ldots, \varphi_{m}(x(k))\right]^{T}$ is the non-linear basis functions, $x(k)$ contains all past and current variables, $\theta_{N}=\left[c_{1}, \ldots, c_{m}\right]^{T}$ is the corresponding coefficient, $w_{k+1} \in \mathbb{R}$ is the noise and $m$ is the number of basis functions. The objective of the NARX model structure selection is to select the contributing components from a large number of non-linear basis functions. Algorithm 3.1 can be applied directly to the model (5.1), and is more efficient in reducing the model size. Now we consider a special class of the NARX model: Hammerstein system as an example and give the corresponding theoretical results. The Hammerstein model consists of a static single-valued nonlinear element followed by a linear dynamic element, and can be described as:

$$
\begin{align*}
y_{k+1} & =a_{1} y_{k}+\cdots+a_{n_{y}} y_{k+1-n_{y}}+b_{1} f\left(u_{k}\right)+\cdots+b_{n_{u}} f\left(u_{k+1-n_{u}}\right)+w_{k+1}  \tag{5.2}\\
f\left(u_{k}\right) & =\sum_{j=1}^{s} d_{j} g_{j}\left(u_{k}\right)
\end{align*}
$$

where $\left\{g_{j}(\cdot)\right\}_{j=1}^{s}$ are the basis functions. The system (5.2) can be rewritten as the form (5.1) by denoting

$$
\begin{aligned}
& \theta_{N}=\left[a_{1}, \ldots, a_{n_{y}},\left(b_{1} d_{1}\right), \ldots,\left(b_{1} d_{s}\right), \ldots,\left(b_{n_{u}} d_{1}\right), \ldots,\left(b_{n_{u}} d_{s}\right)\right]^{T} \\
& \varphi_{N, k}=\left[y_{k}, \ldots, y_{k+1-n_{y}}, g_{1}\left(u_{k}\right), \ldots, g_{s}\left(u_{k}\right), \ldots, g_{1}\left(u_{k+1-n_{u}}\right), \ldots, g_{s}\left(u_{k+1-n_{u}}\right)\right]^{T}
\end{aligned}
$$

Problem. The structure selection problem of the Hammerstein system (5.2) is to select the contributing basis functions from the candidate full basis functions $\left\{g_{j}(\cdot)\right\}_{j=1}^{s}$ using the observed data $\left\{y_{k+1}, \varphi_{N, k}\right\}_{k=1}^{n}$.

Before presenting the results, we first give the following assumptions and the corresponding proposition.
(C1) $A(z)=1-a_{1} z-\cdots-a_{n_{y}} z^{n_{y}}$ is stable and $b_{1}^{2}+\cdots+b_{n_{u}}^{2} \neq 0$;
(C2) There is an interval $[a, b]$ such that $\left\{1, g_{1}(x), \ldots, g_{s}(x)\right\}$ is linearly independent;
(C3) The sequence $\left\{u_{k}\right\}_{k \geq 1}$ is i.i.d, independent of the noise $\left\{w_{k}\right\}_{k \geq 1}$, whose density function is positive and continuous on $[a, b]$ and $0<\mathbb{E} g_{i}^{2}\left(u_{k}\right)<\infty$ for $1 \leq i \leq s$.

Proposition 5.1. [41] If the Hammerstein system (5.2) satisfies Assumptions (A1) and (C1)-(C3), then with $0<c_{1}<c_{2}, 0<c_{3}<c_{4}$, we have

$$
\begin{equation*}
c_{1} n \leq \lambda_{\max }\left\{\sum_{k=1}^{n} \varphi_{N, k} \varphi_{N, k}^{T}\right\} \leq c_{2} n, c_{3} n \leq \lambda_{\min }\left\{\sum_{k=1}^{n} \varphi_{N, k} \varphi_{N, k}^{T}\right\} \leq c_{4} n, \tag{5.3}
\end{equation*}
$$

By use of Algorithm 3.1, we give the sparse estimate $\beta_{N, n}$ for the parameters in the $\operatorname{system}$ (5.2). Denote $\beta_{N, n}=\left[a_{1, n}, \ldots, a_{n_{y}, n},\left(b_{1} d_{1}\right)_{n}, \ldots,\left(b_{1} d_{s}\right)_{n}, \ldots,\left(b_{n_{u}} d_{1}\right)_{n}, \ldots,\left(b_{n_{u}} d_{s}\right)_{n}\right]^{T}$ and define $\chi=[\chi(1), \ldots, \chi(s)]^{T}$ with $\chi(l)=\sum_{i=1}^{n_{u}}\left(b_{i} d_{l}\right)^{2}$. Then, the estimate of $\chi$ can be obtained by $\chi_{n}=\left[\chi_{n}(1), \ldots, \chi_{n}(s)\right]^{T}$ with $\chi_{n}(l)=\sum_{i=1}^{n_{u}}\left(b_{i} d_{l}\right)_{n}^{2}$. Moreover, denote $D^{*}=\left\{l: d_{l}=0\right.$, for $\left.l=1, \ldots, s\right\}, D_{n}^{*}=\left\{l: \chi_{n}(l)=0\right.$, for $\left.l=1, \ldots, s\right\}$. Assumption (C1) guarantees that $\{l: \chi(l)=0\}=D^{*}$, which implies $D_{n}^{*}$ can be regraded as an estimate of $D^{*}$. Then, we give the theoretical results for the structure selection of the contributing basis functions in $\left\{g_{j}(\cdot)\right\}_{j=1}^{s}$.

THEOREM 5.2. Take $\lambda_{n}=n^{\alpha}$ with $\frac{1}{2} \gamma<\alpha<\frac{1}{2}$. If Assumptions (A1) and (C1)(C3) hold for the Hammerstein system (5.2), then $\lim _{n \rightarrow \infty} P\left(D_{n}^{*}=D^{*}\right)=1$.

Proof. From (5.3) in Proposition 5.1, we have that $\lambda_{\max }\left\{\sum_{k=1}^{n} \varphi_{N, k} \varphi_{N, k}^{T}\right\}=$ $O(n), \lambda_{\min }\left\{\sum_{k=1}^{n} \varphi_{N, k} \varphi_{N, k}^{T}\right\}=O(n)$ and $E \lambda_{\max }\left\{\sum_{k=1}^{n} \varphi_{N, k} \varphi_{N, k}^{T}\right\}=O(n)$. Moreover, we can choose $d_{n}=c_{5} n$ with $c_{5}>0$. Thus, noticing $\lambda_{n}=n^{\alpha}$ with $\frac{1}{2} \gamma<\alpha<\frac{1}{2}$, we can verify that (A2)-(A3) hold for the regression model (5.1)-(5.2). Thus, by Theorem 3.10, the results follow directly.
5.2. Sparse identification of linear feedback control systems. This section applies Algorithm 3.1 to the sparse identification of the closed-loop systems using the self-tuning regulator (STR) control. Recall that the regressor is generally nonstationary and non-independent for linear feedback control systems [17]. The classical STR control, first proposed in [2], consists of an LS estimation algorithm for a linear stochastic dynamic system coupled online with a "least variance" control law. The goal of STR is to minimize the tracking error of the system with unknown parameters. Consider the following sparse ARX system:

$$
\begin{equation*}
y_{k+1}=a_{1} y_{k}+\cdots+a_{n_{y}} y_{k+1-n_{y}}+b_{1} u_{k}+\cdots+b_{n_{u}} u_{k+1-n_{u}}+w_{k+1} \tag{5.4}
\end{equation*}
$$

where $y_{k+1} \in \mathbb{R}$ is the system output, $w_{k+1} \in \mathbb{R}$ is the system noise, $u_{k} \in \mathbb{R}$ is the feedback control, and $a_{1}, \ldots, a_{n_{y}}$ and $b_{1}, \ldots, b_{n_{u}}$ are the unknown sparse parameters. Denote

$$
\begin{aligned}
& A(z)=1-a_{1} z-\cdots-a_{n_{y}} z^{n_{y}}, B(z)=b_{1}+b_{2} z+\cdots+b_{n_{u}} z^{n_{u}-1} \\
& \theta=\left[a_{1}, \ldots, a_{n_{y}}, b_{1}, \ldots, b_{n_{u}}\right]^{T}, \varphi_{k}=\left[y_{k}, \ldots, y_{k+1-n_{y}}, u_{k}, \ldots, u_{k+1-n_{u}}\right]^{T} .
\end{aligned}
$$

Let $\left\{y_{k}^{*}\right\}$ be the deterministic bounded reference signal or regulation signal. For the system (5.4), two problems need to be solved: first, to use the STR control to make the closed-loop system track the reference signal $\left\{y_{k}^{*}\right\}$; second, to select the zero parameters accurately and estimate the non-zero parameters asymptotically under the STR control.

For the control step, let the LS parameter estimate for the system be $\theta_{L, n}=$ $\left[a_{1, n}, \ldots, a_{n_{y}, n}, b_{1, n}, \ldots, b_{n_{u}, n}\right]^{T}$. The Certainty Equivalence Principle [2] suggests an adaptive control defined as

$$
\begin{equation*}
u_{k}^{0}=\frac{1}{b_{1, k}}\left\{y_{k+1}^{*}+\left(b_{1, k} u_{k}-\theta_{L, k}^{T} \varphi_{k}\right)\right\} \tag{5.5}
\end{equation*}
$$

For the identification step, it is generally necessary to impose excitation conditions on the system, and thus, the control design (5.5) needs to be modified. Specifically, in order not to make the system worse after applying the excitation, the diminishing excitation technique is introduced and a zero-trending perturbation [14] is added to the control (5.5), i.e.,

$$
\begin{equation*}
u_{k}=u_{k}^{0}+\frac{\nu_{k}}{r_{k-1}^{\overline{\varepsilon / 2}}}, \quad k \geq 1 \tag{5.6}
\end{equation*}
$$

where $\left\{\nu_{k}\right\}$ is an i.i.d and bounded stochastic sequence satisfying $E\left(\nu_{k}\right)=0, E\left(\nu_{k}^{2}\right)=$ $1, r_{k-1}=1+\sum_{i=1}^{k-1}\left\|\varphi_{i}\right\|^{2}, \bar{\varepsilon} \in\left(0, \frac{1}{2\left(\bar{n}_{y u}+1\right)}\right)$ and $\bar{n}_{y u}=\max \left\{n_{y}, n_{u}\right\}+n_{y}-1$. Next, we give the assumptions for (5.4) and the stability and optimality in Proposition 5.3.
(D1) The noise $\left\{w_{k}\right\}$ satisfies $\lim _{k \rightarrow \infty} \frac{1}{k} \sum_{j=1}^{k} w_{j}^{2}=R>0$ a.s.;
(D2) The system is of minimum phase, i.e., $B(z) \neq 0, \forall|z| \leq 1$;
(D3) $\left|a_{n_{y}}\right|+\left|b_{n_{u}}\right| \neq 0$.
Proposition 5.3. [14] If Assumptions (A1) and (D1)-(D3) hold, then the model (5.4) with the attenuating excitation control (5.5) based on the LS parameter estimate and (5.6) satisfies

$$
\limsup _{k \rightarrow \infty} \frac{1}{k} \sum_{i=1}^{k}\left(\left\|u_{i}\right\|^{2}+\left\|y_{i}\right\|^{2}\right)<\infty \quad \text { a.s. and } \lim _{k \rightarrow \infty} \frac{1}{k} \sum_{i=1}^{k}\left(y_{i}-y_{i}^{*}\right)^{2}=R \quad \text { a.s., }
$$

and the regressor $\varphi_{k}$ satisfies the following excitation:

$$
\begin{equation*}
\lambda_{\max }(n) \triangleq \lambda_{\max }\left\{\sum_{k=1}^{n} \varphi_{k} \varphi_{k}^{T}\right\}=O(n), \lambda_{\min }(n) \triangleq \lambda_{\min }\left\{\sum_{k=1}^{n} \varphi_{k} \varphi_{k}^{T}\right\} \geq c n^{1-\bar{\varepsilon}(t+1)} \text { a.s. } \tag{5.7}
\end{equation*}
$$

for some $c>0$, which may depend on sample paths and the $\bar{\varepsilon}$ defined below (5.6).
For the input and output signals generated by the system (5.4), by minimizing (3.2) in Algorithm 3.1, we can obtain the estimate of the sparse system parameters in (5.4). Denote the estimate as $\beta_{L, n}=\left[\beta_{L, n}(1), \ldots, \beta_{L, n}\left(n_{y}+n_{u}\right)\right]^{T}$, and set

$$
\begin{aligned}
H^{*} & =\left\{i: a_{i}=0 \text { for } 1 \leq i \leq n_{y} ; \text { and } b_{i-n_{y}}=0 \text { for } n_{y}+1 \leq i \leq n_{y}+n_{u}\right\}, \\
H_{n}^{*} & =\left\{i: \beta_{L, n}(i)=0 \text { for } 1 \leq i \leq n_{y}+n_{u}\right\} .
\end{aligned}
$$

Then, for the estimate $\beta_{L, n}$ obtained by Algorithm 3.1 with data $\left\{y_{k+1}, \varphi_{k}\right\}_{k=1}^{n}$ generated from (5.4)-(5.6), the following theorem demonstrates the set convergence of the estimate in probability.

Theorem 5.4. If Assumptions (A1) and (D1)-(D3) hold, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(H_{n}^{*}=H^{*}\right)=1 \tag{5.8}
\end{equation*}
$$

where $\lambda_{n}=n^{\tau}$ in Algorithm 3.1 with $\tau \in\left(\frac{1}{2} \gamma+\frac{(1-\gamma)(2-\gamma)}{8-2 \gamma}, \frac{1}{2}\right)$ and $\bar{\varepsilon}=\frac{1-\gamma}{8-2 \gamma} \frac{1}{\bar{n}_{y u}+1}$ in the controller (5.6).

Proof. First, $\tau$ is well-defined, which can be verified by the following inequality:

$$
\frac{1}{2}-\left(\frac{1}{2} \gamma+\frac{(1-\gamma)(2-\gamma)}{8-2 \gamma}\right)=\frac{1}{2}(1-\gamma)-\frac{(1-\gamma)(2-\gamma)}{8-2 \gamma}=(1-\gamma) \frac{1}{4-\gamma}>0
$$

Denote $\lambda_{E, \max }(n)=\lambda_{\max }\left\{E \sum_{k=1}^{n} \varphi_{k} \varphi_{k}^{T}\right\}$. From (5.7) in Proposition 5.3, we have $\lambda_{E, \max }(n)=O(n)$. Moreover, we can choose $d_{n}=c_{1} n^{1-\bar{\varepsilon}(t+1)}$ with $c_{1} \leq c$. By the
specification of $\bar{\varepsilon}$ below (5.6) and noting that $\tau<\frac{1}{2}$, we have $0<\tau<\frac{1}{2}<1-\bar{\varepsilon}(t+1)<$ 1. Then, it follows

$$
\begin{gathered}
\frac{\log \lambda_{\max }(n)}{\lambda_{\min }(n)}=O\left(\frac{\log n}{n^{1-\bar{\varepsilon}(t+1)}}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0, \frac{\lambda_{n}}{\lambda_{\min }(n)}=O\left(\frac{1}{n^{1-\bar{\varepsilon}(t+1)-\tau}}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \\
\frac{\lambda_{n}}{\lambda_{E, \max }(n)^{1 / 2}}=O\left(\frac{1}{n^{\frac{1}{2}-\tau}}\right) \xrightarrow[n \rightarrow \infty]{\longrightarrow} 0, \frac{\sqrt{\lambda_{E, \max }(n)}}{d_{n}}=O\left(\frac{1}{n^{(1-\bar{\varepsilon}(t+1))-1 / 2}}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0
\end{gathered}
$$

Moreover, by noting $\bar{\varepsilon}=\frac{1-\gamma}{8-2 \gamma} \frac{1}{t+1}$ and $\tau>\frac{1}{2} \gamma+\frac{(1-\gamma)(2-\gamma)}{8-2 \gamma}$, we have $0<\tau-$ $\left(\frac{1}{2} \gamma+\frac{(1-\gamma)(2-\gamma)}{8-2 \gamma}\right)=\tau-\left(\frac{1}{2} \gamma+\bar{\varepsilon}(t+1)(2-\gamma)\right)$, which implies

$$
\begin{aligned}
\frac{\lambda_{n} d_{n}^{2-\gamma}}{\lambda_{E, \max }(n)^{2-\frac{1}{2} \gamma}} & =O\left(n^{\tau+(1-\bar{\varepsilon}(t+1))(2-\gamma)-\left(2-\frac{1}{2} \gamma\right)}\right) \\
& =O\left(n^{\tau-\left(\frac{1}{2} \gamma+\bar{\varepsilon}(t+1)(2-\gamma)\right)}\right) \xrightarrow[n \rightarrow \infty]{ } \infty
\end{aligned}
$$

By applying Theorem 3.10, the conclusion holds.
Remark 5.5. The weighted $L_{\gamma}$ regularization Algorithm 4.1 can also be applied to these two typical problems, and the analyses are similar, and hence, omitted here.
6. Simulation study. This section sets up four simulations to validate the sparse identification performance of the proposed algorithms in this paper, including two finite impulse response (FIR) systems, a polynomial expansion NARX system and a linear feedback control system. In this paper, we use the particle swarm algorithm to solve (3.3) and (4.1).

Example 1. For the simulation of sparsity and estimation performance, consider the following FIR system: $y_{k+1}=\theta^{T} \varphi_{k}+w_{k+1}$, where $\theta=\left(1_{q \times 1}, 0_{(30-q) \times 1}\right)^{T}$ with $q=5,10,15,20,25, \varphi_{k}$ are randomly generated in the interval $[-5,5]$, and the noise sequence $\left\{w_{k}\right\}$ is i.i.d. with the Gaussian distribution $N(0,0.1)$ and independent of $\left\{\varphi_{k}\right\}$. From Fig. 2, it can be seen that as the number of non-zero parameters $q$ increases, the estimation error will be larger for the same number of samples, which also indicates that the smaller $q$ is, the better the algorithm performs.


Fig. 2. Estimation error with different number of non-zero elements
Example 2. For the system (5.1), a common type of function expansion is the polynomial expansion [8], whose basis function is:

$$
\begin{equation*}
\varphi_{j}(x(k))=y_{k-d_{j 1}} \times \cdots \times y_{k-d_{j i}} \times u_{k-d_{j, i+1}} \times \cdots \times u_{k-d_{j l}} \tag{6.1}
\end{equation*}
$$

where $d_{j 1}, \ldots, d_{j l} \in \mathbb{N}_{+}, l=1, \ldots, M$ with $M$ being the maximum order of the polynomial expansion. Consider such a polynomial expansion NARX model, where $M=n_{u}=n_{y}=2$. Then, the regressor $\varphi(k)$ contains $\frac{\left(M+n_{y}+n_{u}\right)!}{M!\left(n_{y}+n_{u}\right)!}=15$ of possible basis functions. Let the real system be $y_{k+1}=\theta^{T} \varphi_{k}+w_{k+1}$, where $\theta=\left[\theta_{1}, \ldots, \theta_{15}\right]$,

$$
\begin{aligned}
\varphi_{k}= & {\left[u_{k}^{2}, u_{k} u_{k-1}, u_{k} y_{k}, u_{k} y_{k-1}, u_{k}, u_{k-1}^{2}, u_{k-1} y_{k},\right.} \\
& \left.u_{k-1} y_{k-1}, u_{k-1}, y_{k}^{2}, y_{k} y_{k-1}, y_{k}, y_{k-1}^{2}, y_{k-1}, 1\right]^{T}
\end{aligned}
$$

Table 1
The objective function and parameter settings corresponding to the algorithms

| Algorithm | Objective function | Algorithm parameters |
| :--- | :---: | :---: |
| LS | $\lambda_{n}=0$ |  |
| LASSO | $\gamma=1, \rho=1$ | $\lambda_{n}=n^{0.25}$ |
| Ridge regression | $\rho=0$ | $\lambda_{n}=n^{0.05}$ |
| Elastic net | $\gamma=1$ | $\rho=0.5, \lambda_{n}=n^{0.25}$ |
| Algorithm 3.1 | $\rho=1$ | $\gamma=0.4, \lambda_{n}=n^{0.25}$ |

The real parameters are set as $\theta=[0,-0.5,0.7,0,0.45,0,0,-0.006,-0.5,0,0.008$, $-0.2,0,1,0]^{T}$. In this example, we use LS method ([6]), LASSO method ([33]), ridge regression method ([16]), elastic net method ([44]), and Algorithm 3.1 to identify the system parameters, respectively. A unified objective function of these methods takes the following form

$$
\begin{equation*}
J_{n+1}(\beta)=\sum_{k=1}^{n}\left(y_{k+1}-\beta^{T} \varphi_{k}\right)^{2}+\lambda_{n} \rho \sum_{l=1}^{q}|\beta(l)|^{\gamma}+\lambda_{n} \frac{1-\rho}{2} \sum_{l=1}^{q}|\beta(l)|^{2} \tag{6.2}
\end{equation*}
$$

The form of the objective function corresponding to the algorithm and the parameter settings are given in Table 1. For this system, set the initial value to be i.i.d with the input $\left\{u_{k}\right\}$, obeying the uniform distribution $U(-1,1)$ and the noise $\left\{w_{k}\right\}$, independent of $\left\{u_{k}\right\}$, obeying the normal distribution $N(0,0.1)$.

Table 2 and Fig. 3 show the parameter estimation results of Algorithm 3.1, LS, LASSO, ridge regression, and elastic net with 200 observations, respectively. From Table 2 and Fig. 3, we can see that the Algorithm 3.1 has about the same accuracy in estimating the non-zero parameters as the rest of the algorithms, but at the same time, can significantly increase the accuracy of the selection of the zero parameters. When $n=200$, the approximation solution of the estimates of the zero parameters are all less than $10^{-16}$, indicating that Algorithm 3.1 performs better than the other algorithms in identifying the zero parameters. Table 2 also shows the running time of different methods. It is worth pointing out that the non-convex criterion adopted in this paper greatly improves the identification accuracy although it inevitably increases the computational complexity and the running time is relatively long.

Table 2
Comparison between Algorithm 3.1, LS, LASSO, Ridge regression and Elastic net under 200 observations.

| Algorithms | $\theta_{1}=0$ | $\theta_{2}=-0.5$ | $\theta_{5}=0.45$ | $\theta_{7}=0$ | Time |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Algorithm 2.1 | $-2.2404 \times 10^{-16}$ | -0.4950 | 0.4472 | $3.0363 \times 10^{-17}$ | 6.9296 s |
| LS | -0.0011 | -0.5010 | 0.4517 | -0.0036 | 0.0228 s |
| LASSO | -0.0015 | -0.4958 | 0.4481 | $-7.6290 \times 10^{-4}$ | 0.5586 s |
| Ridge regression | $-6.9156 \times 10^{-4}$ | -0.2805 | 0.3229 | -0.0015 | 0.0348 s |
| Elastic net | -0.0016 | -0.4975 | 0.4493 | -0.0022 | 0.6818 s |

Example 3. This example shows the application of the Algorithm 3.1 to the identification of a linear feedback control system. Let the ARX system be
(6.3) $y_{k+1}=\theta^{T} \varphi_{k}+w_{k+1}=\theta_{1} y_{k}+\cdots+\theta_{5} y_{k+1-5}+\theta_{6} u_{k}+\cdots+\theta_{10} u_{k+1-5}+w_{k+1}$,
where the true sparse parameters are $\theta=[0.5,3,0,-1,0.5,0,0,0,0,0]^{T}$. The noise $\left\{w_{k}\right\}$ is i.i.d, obeying the normal distribution $N(0,0.025)$. The discrete reference


Fig. 3. Comparison between Algorithm 3.1, LS, LASSO, Ridge regression and Elastic net.
Table 3
Comparisons between Algorithm 3.1, LS, LASSO, Ridge regression and Elastic net at the 200th iteration.

|  | $\mathrm{N}=200$ |  |  |
| :--- | :---: | :---: | :---: |
| Algorithm | $\theta_{2}=0$ | $\theta_{4}=0$ | $\theta_{10}=0$ |
| Algorithm 1 | $1.0433 \times 10^{-17}$ | $7.3991 \times 10^{-17}$ | $2.7050 \times 10^{-17}$ |
| LS | 0.0367 | -0.0469 | -0.1366 |
| LASSO | 0.0486 | -0.0912 | -0.1460 |
| Ridge regression | 0.0358 | -0.0160 | -0.0386 |
| Elastic net | 0.0481 | -0.0210 | -0.1476 |

signal is written as $y_{k+1}^{*}=\sin \left(\frac{1}{200} k\right), k \geq 0$. Let the LS estimate be $\theta_{k}=\left[\theta_{k}(1), \ldots\right.$, $\left.\theta_{k}(10)\right]^{T}$, then the self-tuning regulation control with diminishing excitation is

$$
\begin{equation*}
u_{k}=\frac{1}{\theta_{k}(6)}\left(y_{k+1}^{*}-\left(\theta_{k}(6) u_{k}-\theta_{k}^{T} \varphi_{k}\right)\right)+\frac{w_{k}^{\prime}}{r_{k-1}^{\bar{\varepsilon} / 2}} \tag{6.4}
\end{equation*}
$$

where $r_{k-1}=1+\sum_{l=1}^{k-1}\left\|\varphi_{l}\right\|^{2}, \bar{\varepsilon}=\frac{1}{20}$ and $\left\{w_{k}^{\prime}\right\}$ are i.i.d with the uniform distribution $U(-0.1,0.1)$. Fig. 4 plots the outputs of the closed-loop control system (6.3)-(6.4) and the reference signals.

For the identification problem of the closed-loop control system, Table 3 and Fig. 5 show that, as long as excitation conditions are satisfied, Algorithm 3.1 can accurately distinguish between zero and non-zero parameters, and has more precise estimates of the zero parameters than other algorithms.


Fig. 4. Trajectories of $y_{k+1}$ v.s. $y_{k+1}^{*}$ for Example 2.
Example 4. This example aims to compare the performance of LS in [6], adaptive LASSO in [42] with Algorithm 4.1 in this paper. Consider the following FIR system:


Fig. 5. Comparisons between Algorithm 3.1, LS, LASSO, Ridge regression and Elastic net.


Fig. 6. Comparison between Algorithm 4.1, LS and adaptive LASSO.
$y_{k+1}=\theta^{T} \varphi_{k}+w_{k+1}$, where $\theta=[0,-1,1,2,0.5,0,0,0]^{T}, \varphi_{k}$ are randomly generated in the interval $[-5,5]$, and the noise sequence $\left\{w_{k}\right\}$ is i.i.d. with the Gaussian distribution $N(0,0.1)$ and independent of $\left\{\varphi_{k}\right\}$. Set $\lambda_{n}=n^{0.65}$ for the adaptive LASSO in [42] and Algorithm 4.1. It can be seen from Fig. 6, Algorithm 4.1 provides a more sparse estimate of the system parameters than LS and the algorithm in [42], and a more accurate estimate than the adaptive LASSO in [42].
7. Conclusion. This paper investigates two kinds of sparse identification algorithms based on the non-convex $L_{\gamma}$ penalty for the stochastic systems with non-i.i.d and non-stationary observation sequences and non-i.i.d noise. First, a one-step sparse parameter identification algorithm is proposed based on the $L_{\gamma}(0<\gamma<1)$ penalty and the residual sum of squares. The almost sure convergence, the set convergence in probability, and the asymptotic normality property of the estimates generated by the proposed algorithm are established. Moreover, to improve the performance of the $L_{\gamma}$ regularization method, a two-step algorithm based on the adaptively weighted $L_{\gamma}(0<\gamma \leq 1)$ penalty is provided. Not only is the almost sure parameter convergence of the estimates established, but also the almost sure set convergence is achieved.

Compared with existing literature, the theoretical results of the algorithms in this paper are applicable to the stochastic sparse system with non-i.i.d and non-stationary observation sequences and non-i.i.d noise and the algorithms are more efficient in sparsity induction. Furthermore, these algorithms are successfully implemented in the structure selection of the NARX models and the sparse parameter identification of the linear feedback control systems.

In the future, since sparsity is often accompanied by high dimensionality, it is interesting to consider the identification of stochastic sparse systems in high dimensional settings, i.e., $p=p(n)$. Moreover, it is essential to propose a recursive algorithm for the sparse system identification, and consequently, to design controls.
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